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Rewiew: The Use of Kirchhoff's 
Method in Computational 
Aeroaooustios 
A comprehensive review of the use of Kirchhoff's method in computational aeroacous-
tics is given. Kirchhoff's integral formulation allows radiating sound to be evaluated 
based on quantities on an arbitrary control surface S if the wave equation is assumed 
outside. The control surface S is assumed to include all the nonlinear flow effects and 
noise sources. Thus only surface integrals are needed for the calculation of the far-field 
sound. A numerical CFD method can be used for the evaluation of the flow-field 
solution in the near-field and thus on surface S. Kirchhoff's integral formulation has 
been extended to an arbitrary, moving, deformable piecewise-continuous surface. The 
available Kirchhoff formulations are reviewed and various aeroacoustic applications are 
given. The relative merits of Kirchhoff's method are also discussed. 

Introduction 
Flow-generated sound has been familiar to man for cen

turies. However, very little study of the mechanisms govern
ing these sounds was done until after World War II. Since 
then the increased use of airplanes and helicopters has 
drawn attention to the noise they generate (e.g., Smith, 
1989). The Federal Aviation Agency (FAA) has introduced 
several noise regulations for aircraft since 1971. (i.e., Federal 
Aviation Regulations (FAR) part 36). These regulations have 
been revised repeatedly and have led to a better understand
ing of the problem. Many airports impose extra noise-control 
restrictions that restrict entries of noise aircraft. Climb and 
descent noise-minimizing paths are used in most flights. 
Noise is now becoming a serious concern early in the design 
process rather than a problem to be corrected during the 
production stages, since in order to comply with the rules, 
aircraft manufacturers must have very good estimates of the 
detailed noise characteristics of the proposed aircraft. The 
High Speed Civil Transport (HSCT) and the civil tilt-rotor 
aircraft, two very advanced aircraft currently under develop
ment face major technical difficulties, in obtaining a the 
reduction of their noise emission. There is clearly a substan
tial need for intensive aircraft noise research. 

For an airplane or a helicopter, aerodynamic noise gener
ated from fluids is usually very important. There are many 
kinds of aerodynamic noise including turbine jet noise, im
pulsive noise due to unsteady flow around wings and rotors, 
broadband noise due to inflow turbulence and boundary 
layer separated flow, etc. (e.g., Lighthill, 1992). Accurate 
prediction of noise mechanisms is essential in order to be 
able to control or modify them to achieve required noise 

Contributed by the Fluids Engineering Division for publication in the 
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reductions. Both theoretical and experimental studies are 
being conducted to understand the basic noise mechanisms. 
Flight-test or wind-tunnel test programs can be used, but in 
either case difficulties are encountered such as high expense, 
safety risks, and atmospheric variability, as well as reflection 
problems for wind tunnel tests. As the available computa
tional power increases numerical techniques are becoming 
more and more appealing. Although complete noise models 
have not yet been developed, numerical simulations with a 
proper model are increasingly being employed for the predic
tion of aerodynamic noise because they are low cost and. 
efficient. This research has led to the emergence of a new 
field: Computational Aeroacoustics (CAA). A recent review 
of the status of CAA is given by Hardin and Hussaini, (1993). 
However, the use of Kirchhoff s method in CAA has not yet 
been adequately reviewed, and we felt that a review of the 
method is needed. 

CAA is concerned with the prediction of the aerodynamic 
sound source and the transmission of the generated sound 
starting from the time-dependent governing equations. The 
full, time-dependent, compressible Navier-Stokes equations 
describe these phenomena. Although recent advances in 
Computational Fluid Dynamics (CFD) and in computer tech
nology have made first-principles CAA plausible, direct ex
tension of current CFD technology to CAA requires address
ing several technical difficulties in the prediction of both the 
sound generation and its transmission. 

Once the sound source is predicted, several approaches 
can be used to describe its propagation. The obvious strategy 
is to extend the computational domain for the full, nonlinear 
Navier-Stokes equations far enough to include the location 
where the sound is to be calculated. However, if the objective 
is to calculate the far-field sound, this direct approach re
quires prohibitive computer storage and leads to unrealistic 
CPU times. The best solution seems to be the separation of 
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the computation into two domains, one describing the non
linear generation of sound, and other describing the linear 
propagation of sound. 

There are several alternatives to describing the sound 
propagation once the source has been identified, the first of 
which is the acoustic analogy. In this method the governing 
Navier-Stokes equations (assumed to be valid in the source 
region) are rearranged to be in wave-type form. The far-field 
sound pressure is then given in terms of a volume integral 
over the domain containing the sound source. However, the 
volume integrals required lead to storage problems. 

Another method is to use a CFD near-field solution plus a 
linearized Euler's equation. This method starts from the 
numerical calculation of the nonlinear near- and mid-field 
while the far-field is found from a linearized Euler solution. 
This method seems to have very good potential, however the 
solution still has to be found in the far-field numerically. 
Far-field mesh spacing, diffusion and dispersion errors have 
to be adequately resolved. 

The final alternative is Kirchhoff s method, that is a non
linear CFD solution plus Kirchhoff s integral for the far-field. 
A Kirchhoff s integral formulation allows the radiating sound 
to be evaluated based on quantities on an arbitrary control 
surface S, when the linear wave equation is assumed valid 
outside the control surface. Thus only surface integrals are 
needed and the dimension of the problem is reduced by one 
(compared to acoustic analogy). The control surface S is 
assumed to include all the nonlinear flow effects and noise 
sources. A numerical CFD method can be used for the 
evaluation of the flow-field solution in the near-field and on 
control surface S. The method has been extended for an 
arbitrary moving deformable surface (e.g., Farassat and My
ers, 1988). Kirchhoffs method has been used in various 
acoustic problems, such as propeller noise, high-speed com
pressibility noise, blade-vortex interactions, etc. 

In this paper we discuss briefly the various methods of 
computational aeroacoustic analysis, then review the evolu
tion of the Kirchhoff formulations for various cases. Some 
typical Kirchhoff formulations are shown and their past and 
possible future aeroacoustic applications as well as a discus
sion of the relative merits of Kirchhoffs method over acous
tic analogy are presented. Earlier, versions of this paper were 
presented by Lyrintzis (1993, 1994). 

Methods of Computational Aeroacoustic Analysis 
Sound can be considered as the propagating part of the 

entire flow-field. In a few cases the radiated sound can be 
found solving the entire flow field. In most cases of practical 
interest one cannot find a full numerical solution everywhere 
in the flow because of diffusion and dispersion errors caused 
by increasing mesh size in the far-field. In addition, the 
acoustic fluctuations are usually quite small (about three to 
five orders of magnitude less than the flow fluctuations). 
Thus, it is often advantageous, or even necessary, to develop 
ways of determining the far-field noise from near-field solu
tions. To do so the computation is separated into two do
mains, one describing the nonlinear generation of sound, the 
other describing the linear propagation of sound. 

The main approaches used to find the far-field noise can 
be classified as follows: 

1) Full Flow-Field CFD: This is a calculation of the full 
nonlinear flow field using CFD including far-field waves. 
However, since the dissipation and the dispersion properties 
of traditional CFD numerical schemes tend to damp the 
acoustic oscillations or sometimes generate artificial distur
bances, high-order of accuracy schemes and grid refinement 
strategies are employed. Some outstanding recent examples 
of specialized CAA numerical operators are the Dispersion 
Relation Preserving (DRP) scheme (Tarn and Webb, 1993), 

the compact finite difference schemes, (Lele, 1992), a third 
order upwind scheme (Sankar et al., 1993), an upwind ver
sion of the leapfrog scheme (Thomas and Roe, 1993) and 
various high order schemes (e.g., Lele, 1989; Goodrich, 1993; 
and Lockard et al, 1994). Lele's scheme was applied to 
compressible free-shear layer flows. However, the application 
of most of the above operators has been demonstrated only 
for relatively simple model problems. An example of an 
application of CFD techniques for the calculation of radiat
ing waves from transonic blade-vortex interactions (BVI) is 
given by Baeder et al. (1986, 1987). The high-speed impulsive 
(HSI) noise was also investigated by Baeder et al. (1990, 
1991, 1933) using the same technique. Various levels of 
approximation (i.e., small disturbance, Euler and Navier 
Stokes equations) were used. However, in order to numeri
cally resolve the details of the acoustic three-dimensional 
far-field, a very fine mesh should be used, which makes these 
computations impractical, even with today's powerful super
computers. The impracticality of straight CFD calculations 
for supersonic jet aeroacoustics was pointed out by Mankbadi 
et al. (1993). Furthermore, because the acoustic fluctuations 
are usually quite small, the use of a nonlinear equation (e.g., 
Euler, Navier Stokes) could result in errors (Stoker and 
Smith, 1993). Scott and Atassi (1990) and Fang and Atassi 
(1993) used Jthe rapid distortion theory (Batchelor and Proud-
man, 1954) to simplify the CFD computations. The Euler 
equations were linearized about a nonlinear flow and acous
tic radiation from airfoils in nonuniform flow was investi
gated. However, this method might not be very accurate for 
transonic flows, where nonlinear noise sources (i.e., shocks) 
are present. 

2) Acoustic Analogy: This is a nonlinear near-field CFD 
calculation plus the application of an integral equation (e.g., 
Lighthill, 1952) for the far-field. In the acoustic analogy, the 
governing Navier-Stokes equations are rearranged to be in 
wave-type form. The far-field sound pressure is then given in 
terms of a volume integral using second derivatives over the 
domain containing the sound source. It should be noted that 
the sound sources (in the absence of solid bodies) are 
quadrupoles due to turbulence and/or shock waves including 
refraction and diffraction of the sound field. Several modifi
cations to Lighthill's original theory have been proposed to 
account for the sound-flow interaction or other effects (e.g., 
Lilley, 1974; Phillips, 1960). In the presence of solid bodies 
more terms representing monopoles (e.g., expanding sphere) 
and dipoles (i.e., unsteady force) should be added to 
Lighthill's formula to construct the Ffowcs-Williams Hawk-
ings equation (Ffowcs-Williams and Hawkings, 1969). All 
integrals are evaluated in the retarded (emission) time. The 
monopole and dipole terms are easy to evaluate, because 
they are surface integrals over the body surface. The nonlin
ear near- and mid-field can be evaluated using CFD tech
niques. Experimental data can also be used when available. 
The far-field is found from a linear Green's function formula
tion evaluated in terms of surface and volume integrals over 
the retarded time transformations of the near- and mid-field 
flow and body surfaces. The major difficulty with the acoustic 
analogy is the evaluation of the quadrupole term which 
requires a volume integral evaluation. In many aeroacoustics 
applications (e.g., jet noise, helicopter noise) the noise source 
is not compact (a source region of size 1 is compact when 
(ol/c is small, where to is the frequency and c is the speed of 
sound; a compact source radiates like a concentrated source 
making calculations easier). Thus the volume integrals re
quired when quadrupole sources are present (i.e., shock 
waves, turbulence) lead to storage problems. In transonic 
flow there are substantial difficulties in including the nonlin
ear quadrupole term (which requires second derivatives) in 
the volume integrals, especially around moving shock sur
faces. Thus, many investigators of helicopter noise (e.g., 
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Tadghighi et al., 1992) use near-field data only on the blade 
surface, a method that cannot be used in the transonic cases, 
since the effects of shocks are not accounted for. Near-field 
data can be evaluated either from experiments, or from CFD 
computations. Farassat and Tadghighi (1990) have tried to 
simplify the formulation of the shock related noise and apply 
it in some special cases (e.g., Tadghighi et al., 1991). How
ever, we feel that there are still substantial difficulties pre
venting the wide use of their formulation. Some examples of 
the applications of acoustic analogy in helicopter aeroacous-
tics are given by Farassat and Brentner (1988), and Brentner 
and Farassat (1992). 

3) CFD plus Linearized Euler's: This is a nonlinear CFD 
near-field solution plus linearized Euler's equation. This ap
proach starts from the numerical CFD calculation of the 
nonlinear near- and mid-field and the far-field is found from 
a linearized Euler solution. Proper boundary conditions be
tween the nonlinear near-field and the linearized far-field 
must be used. Although this method has not yet been exten
sively tested, it seems to have very good potential. However, 
since the solution still has to be found in the far-field 
numerically, far-field mesh spacing, diffusion and dispersion 
errors have to be adequately resolved. Applications of this 
technique for a model problem is given by Freund et al. 
(1993), for propeller noise is given by Lim et al. (1993) and 
for supersonic jet noise by Viswanathan et al. (1994). Hadin 
and Pope (1992) have proposed a two-part calculation where 
for the near-field CFD a time-dependent incompressible flow 
is used and for the acoustic radiation the inviscid perturba
tions about the incompressible flow are used, an approach 
that they later applied to evaluate the sound from a two-di
mensional cavity (Hardin and Pope, 1993). 

4) Kirchhoff Method: CFD Near-Field Plus Kirchhoff Inte
gral Formulation: This is a calculation of the nonlinear near-
and mid-field using CFD techniques with the far-field solu
tions found from a linear Kirchhoff formulation evaluated on 
a control surface S surrounding the nonlinear-field. The 
control surface S is assumed to include all the nonlinear flow 
effects and noise sources. The full nonlinear equations are 
solved in the first region (near-field), using CFD techniques, 
and a surface integral of the solution over the control surface 
gives enough information for the analytical calculation in the 
second region (far-field). This method provides an adequate 
matching between the aerodynamic nonlinear near-field and 
the acoustic linear far-field. The advantage of the method is 
that the surface integrals and the first derivatives needed can 
be easily evaluated from the near-field numerical data; full 
diffraction and focusing effects are included while eliminat
ing the propagation of the reactive near-field. The method is 
simple and accurate as it accounts for the nonlinear shock-re
lated noise in the far-field and is the method that we go on to 
investigate further in this paper. 

KirchhofFs Method 

Introduction. Kirchhoff s method is an innovative ap
proach to noise problems which takes advantage of the 
mathematical similarities between the aeroacoustic and elec-
trodynamic equations. The considerable body of theoretical 
knowledge regarding electrodynamic field solutions can be. 
utilized to arrive at the solution of difficult noise problems. 

Kirchhoffs formula was first published in 1882 although 
primarily used in the theory of diffraction of light and in 
other electromagnetic problems, it has also many applica
tions in studies of acoustic wave propagation (e.g., Pierce, 
1981). The classical Kirchhoff formulation is limited to a 
stationary surface. Morgans (1930) derived a Kirchhoff for
mula for a moving surface (i.e. the interior region of an 
expanding sphere) using the Green's function approach. 

However, his analysis was lengthy and complicated. There 
has been some disagreement about the correctness of Mor
gans' final result. Ffowcs-Williams and Hawkings (1969) and 
Hawkings (1989) claim that there is an "error in the final 
formula, whereas Farassat and Myers (1988, 1989) claim that 
there is only an "ambiguity in the final result and it is clear 
from the derivation that Morgans was very much aware of 
the details that caused it. Munro (1981) also agrees that 
Morgans' formula is correct. 

Khromov (1963) presented another extended Kirchhoff 
formulation. He converted the wave equation into a Laplace 
equation by introducing an imaginary part for the time vari
able. However, this novel approach is counter-intuitive and 
led to an error early in the derivation as pointed out by 
Ffowcs-Williams and Hawkings (1969) and shown by Farassat 
and Myers (1989). 

Generalized functions can also be used for the derivation 
of an extended Kirchhoff formulation. A field function is 
defined to be identical to the real flow quantity outside a 
control surface S and zero inside. The discontinuities of the 
field function across the control surface S are taken as 
acoustic sources, represented by generalized functions. 
Ffowcs-Williams and Hawkings (1969) derived an extended 
Kirchhoff formulation for sound generation from a vibrating 
surface in arbitrary motion. However, in their formulation 
the partial derivatives were taken with respect to the observa
tion coordinates and time and that is difficult to use in 
numerical computations. Farassat and Myers (1988) derived 
an extended Kirchhoff formulation for a moving, deformable, 
piecewise smooth surface. The same partial derivatives were 
taken with respect to the source coordinates and time. Thus 
their formulation is easier to use in numerical computations 
and their relatively simple derivation shows the power of 
generalized function analysis. 

Morino and his co-workers have also developed various 
extended Kirchhoff formulations. Morino (1973, 1974, 1985) 
derived an extended Kirchhoffs formulation for the special 
case when control surface S moves in uniform translation 
with respect to the undisturbed air. He used the Green's 
function approach. The method is suitable for airplane aero
dynamics and became the basis of direct panel methods 
which are widely used for the evaluation of aerodynamic 
loads in aircraft design. Subsequently, the more general term 
"boundary-element method was introduced a term that cov
ers panel and lifting surface methods depending on the 
representation of the surface of the body. The method was 
extended to a rotating surface (e.g., helicopter rotor) by 
Morino et al. (1985) and finally to surface moving in an 
arbitrary motion Morino et al. (1987, 1988, 1990). Their 
formulation is based on the velocity potential <5, but this is 
not a limitation, since pressure p can be found using 
Bernoulli's theorem. It should be noted that Morino's formu
lations were derived with aerodynamic applications in mind. 
However, they can be used in aeroacoustics, as well (e.g., 
Lyrintzis and George, 1988; Xue and Lyrintzis, 1993). 

In the remaining parts of the paper, we are going to show 
some typical Kirchhoff formulations and discuss some aero
acoustic applications. 

Theoretical Development of Typical Kirchhoff Formula
tion. In all subsequent formulations we will make the as
sumption of a rigid (i.e., not deformable) surface S, for 
simplicity. We will attempt to unify the nomenclature so the 
formulations will be easier to compare. It should be noted 
that there is a sign difference in the definition of distance r 
between Morino and Tseng (1990) and Farassat and Myers 
(1988) that causes a sign difference in their final formulas. 
The reader is referred to the original references for the exact 
formulations, detailed assumptions and derivations. 
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observer 
Jx, 0 

control surface S 

Fig. 1 Kirchhoff's surface S and notation 
Fig. 2 Effect of retarded time T for a source (point P) moving with 
a constant subsonic speed U„ 

1 Stationary Surface 

A Kirchhoff s surface S (Fig. 1) is assumed to enclose all 
the nonlinear effects and sound sources. Outside this surface 
the acoustic flow field is linear and is governed by the wave 
equation. Let <1> be a quantity satisfying the wave equation 
(i.e., pressure, (disturbance) velocity potential) in the exterior 
of surface S: 

1 d2<& 
V 2 $ = 0 (1) 

$ and its first derivatives (i.e., d$>/dt, d<£>/dn) should be 
continuous outside surface S. c is the speed of sound at 
ambient conditions. 

In Morino's formulation, a Green's function approach is 
used to derive a representation for the solution of the con-
vective wave equation in terms of the surface pressure and its 
derivatives. The Green function is a solution of the equation 

V2G -2 _ | G - « ( , - * , y-y',z-z',t-T') (2) 

where S is the Dirac delta function. The observer location is 
x = (x, y, z, t) and y = (*', y', z', T') is the source. (Super
script ' is used to denote the source position.) G must satisfy 
the casuality condition for hyperbolic equations: 

dG 
G = = 0fort<r'. (3) 

dt 
The solution for the above equation for the subsonic case is 
given by 

8(T' -t+r) 
G=--±— '-. (4) 

477T 

where T' is the retarded (emission) time and r is the time 
delay (r/c) between emission and detection 

r' = t-T = t ~ - (5) 
c 

The classical Kirchhoff formulation for a stationary control 
surface S (Fig. 1) can be written as (e.g., Pierce, 1981) 

4ir$(x,t) = f 
<D dr 

r2 dn 

Id® 1 dr d<& 

r dn cr dn dr 
— dS (6) 

where: 
[]T denotes evaluation in the retarded (emission) time, e.g., 
[<t>]T = 4> (y, t - r/c ] (x, t) and (y, T') are the space-time 
variables of the observer and the source (surface, respec
tively, r is the distance between observer and source: r = 
|x — y|; it should be noted that cos 8 = dr/dn where $ is the 
angle between the normal vector on the surface n (pointing 
out) and the radiation direction r = x - y. 

Equation (6) is an integral representation of <I> at points 
exterior to S in terms of information prescribed on the 
control surface 5. It can be used for the computation of noise 
at an arbitrary point, if the solution is known on surface S. 
The numerical simulations can provide $ and its normal and 
time derivative. It should be noted that the first term has an 
1/r2 dependence with distance r and it is not significant in 
the far-field. Furthermore, for the observer on or inside the 
surface, 4> equals zero. In fact, if the observer is on the 
surface, Eq. (1) is an integral equation for <I> on S. This is the 
basis of modern boundary-element methods (e.g., Morino, 
1973, 1974). This also shows that $ , d<S>/dT, and d®/dn 
are not independent on the surface S. 

2 Uniformly Moving Surface 

2.1 Time-Domain Formulation 

2.1.1 Subsonically Moving Surface. Now the outside flow 
is governed by the convective wave equation 

V2<D-
1 d d 

— + £4 — 
dt dx 

4> = 0 (7) 

where U„ is the uniform velocity of the control surface S. If 
£4 is zero, the above equation reduces to the simple wave 
equation. If £4 is a subsonic speed, the solution for the 
Green's function becomes: 

5 ( T ' -t+r) 
G = - - H " (8> 

4-rrr0 

where subscript o denotes evaluation at the Prandtl-Glauret 
transformation: 

x0 =x, y0 = py, z0 = 0z. (9) 
Thus the distance between the observer and the surface 
point in Prandtl-Glauret coordinates is 

r0 - [{x-x'f + P2[(y-y'f + (z - z'f]\y\ (10) 

The time delay r is still uniquely defined for this case. The 
physical meaning of the time delay r can be explained using 
Fig. 2. O is the observation point and P is the source point. 
PQ is the source point at the time of the emission. The time 
delay now becomes: 

[r0 - M^x - x')] 
T = 5 

cp2 

where M^ is the free-stream Mach number and: 

,1/2 

(11) 

p = (1 - M2)1 
(12) 

After some algebra, 4> can be expressed in terms of 
surface integrals (see Morino, 1985, equation 3.15): 
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2.2 Frequency-Domain Formulation. An alternative ap
proach to the above is to work in the frequency domain 
starting from the Helmholtz equation. In this approach, we 
write the function $ as 

4>(x,0 =^>{<l>(x)e-'w'} (19) 

where £%{} denotes the real part. 
Substituting in Eq. (13) and accounting for the retarded 

time, we obtain 
r<I> dr0 1 d<& 

4IT<&(X, t) =91 - e - i a t f 
dn„ dnn 

c„r0fi< 

Xexp 

$ 
dnn 

- M o 
dx' 

dnn 

c„/3' 
( r o - M 0 j f > - * ' ) ) dS0 (20) 

Fig. 3 Effect of retarded time T for a source (point P) moving with 
a constant subsonic speed U„. Two emission positions P + and P" 
with corresponding delay times T + and T" exist in this case. 

4ir$>(x,t) = f 

+ 

<£ 

A 
drc 

dn 

i 

cra P2 

J 

dT 

1 d<& 

ra dn0 

[dr0 
M . 

dn0) 
dS0 (13) 

where subscript o denotes the transformed variable, (e.g. n 0 

is the outward pointing vector normal to the surface S0) and 
all the values are calculated at the retarded time. It can be 
easily checked that Eq. (13) reduces to Eq. (6) when U„, is 
zero. 

This is the Kirchhoffs formulation in the frequency domain 
for a uniformly moving surface (the retarded time is the last 
term of the equation). Davis and Atassi (1991) have devel
oped a two-dimensional Kirchhoff formulation in the fre
quency domain. Their formulation is interesting because it 
employs a modified Green's function that does not require 
the evaluation of the normal derivative (i.e. second term of 
the equation). The authors claim that the evaluation of the 
normal derivatives introduces numerical errors. However, the 
method has not yet been extended to three-dimensional 
problems. Furthermore, some testing with a point source and 
a cylindrical Kirchhoff surface for various approximations for 
the normal derivative showed that the grid resolution used in 
the CFD evaluation of jets is adequate for determining the 
normal derivative (Lyrintzis and Mankbadi, 1995). Equation 
(20) was used by Lyrintzis and Mankbadi (1995) in supersonic 
jet noise. 

2.1.2 Supersonically Moving Surface. The convecting 
wave Eq. (7) is still the governing equation and the solution 
for the Green's function is still given from Eq. (8). However, 
for a supersonically moving surface the time delay r is not 
uniquely defined. As shown in Fig. 3 there are now two 
emission positions (P+ and P~) for source point P. Thus the 
signal for the observer O is the summation of two discrete 47r4>(x, t) = f 
cases. The time delay now becomes: s 

3 Arbitrarily Moving Kirchhoff Surface 
The formulation for an arbitrary, subsonically-moving, rigid 

Kirchhoffs surface (e.g., Farassat and Myers, 1988) can be 
written as: 

dr/dn 1 

r 2 ( l - M r ) $ -

[±r0-Mm(x-x')] 

cB2 (14) 
<?* M . 

X I — + — 
dn c dT + 

r ( l - M r ) 

1 d 

c ( l - M r ) dT 

where: 
B = (Ml - 1) 

1/2 
(15) 

Subscript o denotes evaluation at the Prandtl-Glauret trans
formation: 

xa=x, y0 = By, z0 = Bz. (16) 

Thus the distance between the observer and the surface 
point in Prandtl-Glauret coordinates is 

r0 = [(x -x'f + B2[(y -y'f + (z - z1)2]]^, (17) 

and Eq. (13) now becomes: 

4 T T $ ( X , 0 = / 

I dr/dn - M . 
dS (21) 

• % 

1 

crnB
2 

o d n 

dT 

d<$> 

dnn 

± dn„ 
M„ 

3x0 

dn„ 
dS0 (18) 

where []T± implies evaluation at both retarded times T + and 
T~. The ± signs in the third term are also used for the T + 

and T" retarded times, respectively. 

where y and r are now a function of time: y(r ' ) , r{r'), M r is 
the Mach number in the direction of wave propagation from 
the source to the observer: M r = v • r/rc (v is the local 
source-surface velocity v = dy/dT), M„ is the local normal 
Mach number on 5: vn/c. (vn is the local normal velocity of 
5 with respect to the undisturbed medium). All the quantities 
are also evaluated for the retarded (emission) time which 
now is the root T' of the equation 

T - t + r ( T ) / c = 0 (22) 

This equation has a single root for the subsonic case. Note 
that for the steady surface: T' = t — r/c. For complicated 
motions, Eq. (22) has to be solved numerically (e.g., Newton-
Raphson technique). The normal and the time derivatives of 
<!>, i.e., d<b/dT, and d$>/dn, are taken with respect to 
source coordinates and time which makes the formula easy to 
apply in computations. 

It should be noted that the time derivative in the last term 
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of Eq. (21) can be evaluated analytically, so Eq. (21) can be 
written as: 

4T7-<I>(X. t) = f 
Js 

where 

$ £ 9 

+ r{\ - Mr) r2(l - Mr) 
dS (23) 

<?$ M . 
£ , = (M2 - 1) + M„M, • V'O $ 

1 v " ; dn c 

c ( l - M r ) 

+ • 

(hr - M„ - / i M )$ + | - ^ - M „ J < l ) 

1 
X 

c ( l - M r ) 

1 - M2 I dr 

dr 
M I - - M J * 

^ 2 = 
(1 - Mry \ dn 

M, 

(24) 

(25) 

Here the dot over M and n denotes derivative with respect to 
source time. In addition: 

Mr = M-f, hr = n f, M„ = M-n, «M = n-M, h = n)Xn 

where: f = r/r, V is the surface gradient operator, and w is 
the angular velocity of surface 5 (S is assumed rigid). 

The simplified expression for E2 was given by Myers and 
Hausmann (1990). In the original paper of Farassat and 
Myers (1988) a more complicated formula for E2 is given. 
Simplified expressions for Ex and E2 for a rigid surface in 
uniform rectilinear motion were given by Myers and Haus
mann (1992). 

The above formulation is valid when the observer is sta
tionary and the surface is moving at an arbitrary subsonic 
speed. However, for the case of an advancing rotating blade 
the observer is usually moving with the free flow speed (e.g., 
helicopter rotor in a wind tunnel with a free stream not equal 
to zero). The formulation can be adjusted for this case by 
allowing the observer to move with the free stream instead of 
being stationary in Eq. (22) of the retarded time. In fact for 
the case of a uniformly moving surface, we started from Eq. 
(23) and derived Morino's formula (Eq. 13) for a uniformly 
moving surface and moving observer at the same speed. 

In Farassat's formulation the Kirchhoff surface is assumed 
to be moving subsonically. Extension to supersonically-mov-
ing surfaces can be made, but the analysis becomes lengthy 
and complicated (Farassat and Myers, 1986) and the com
plete form of the formulation has not yet been published, but 
it is now developed (Farassat, 1994). 

Morino's formulation for an arbitrary subsonically-moving 
surface (e.g., Morino and Tseng, 1990) can be written as 

4ir$(y , T ) = f 
1 

dh \ r ( l - M r ) 
<t> 

1 d$> 

r{\ - Mr) dh 

1 
+ 

d<& ( dr' 

(1 - M r ) dr \ dh c 

where: 

dS (26) 
r 

(27) 

(28) 

Superscript' is used to denote the source point and r' is still 
the solution of the retarded time Eq. (22) 

Note that in Eq. (26) the solution is evaluated for the 
source (surface) coordinates, that means that the observer is 
moving with the same velocity as the surface, whereas in Eq. 
(23) the observer is stationary. The formulation of Eq. (23) 

d 

dh 

d 

dh 

d Un 

£ v • V 
dn c2 

- n - V - — — 
cz dr 

could be more useful for the noise in cases of a fixed 
observer and a moving source. However, the formulation of 
Eq. (26) could be used for a comparison check of Kirchhoff s 
formulation with a CFD solution, since in both techniques 
rotating coordinates are usually used. Equation (26) will also 
reduce to Eq. (13) for a uniformly moving surface and to Eq. 
(6) for a stationary surface. It should be noted that Morino's 
formulation (Eq. 26) can be easily extended to supersonically 
moving surfaces (Morino and Tseng, 1990) by just summing 
the values at all the retarded times r', whereas Farassat's 
formulation (Eq. (23)) cannot be easily extended. The two 
formulations are mathematically equivalent (Farassat, 1994). 
This is easy to see for the case of a uniformly moving surface. 

Isom et al. (1987) developed a nonlinear Kirchhoff formu
lation (Isom's formulation) for some special cases (i.e., sta
tionary surface at the sonic cylinder, high frequency approxi
mation and observer on the rotation plane). They have in
cluded in their formulation some nonlinear effects using the 
transonic small disturbance equation. The nonlinear effects 
are generally accounted for with a volume integral (e.g., 
Morino and Tseng, 1990). However, they showed that for the 
above special cases the nonlinear effects can be reduced to a 
surface integral. 

For the case where the Kirchhoff control surface S coin
cides with the body surface the effects of interaction between 
turbulence and solid surface 5 should be considered. In both 
the derivations of Ffowes-Williams and Hawkings (1969) and 
Farassat and Myers (1988) the turbulence effects were as
sumed small and neglected at the onset of the derivations. 
Wu and Akay (1992) included turbulence effects. They 
showed that source cancellations take place within the sur
face integral when turbulence effects are present. Using 
dimensional analysis, the volume integral was shown to be 
negligible when the source is in rectilinear motion at low 
Mach numbers. The effects of the turbulent stress field are 
included and the extended Kirchhoff formulation is modified 
due to the cancellations mentioned above. 

Finally, for the case where the Kirchhoff control surface S 
coincides with the body surface, there are some nonunique-
ness difficulties in the prediction of the radiated acoustic 
sound in the exterior region whenever the frequency coin
cides with one of the Dirichlet eigenfrequencies. These prob
lems were analyzed for the stationary Kirchhoff surface by 
Wu and Pierce (1990) and for moving Kirchhoff surfaces by 
Wu (1993b). 

Applications. Kirchhoff s formula has been extensively 
used in light diffraction and other electromagnetic problems, 
aerodynamic problems, i.e., boundary-elements (e.g., Morino 
and Tseng, 1990), as well as in problems of wave propagation 
in acoustics (e.g., Pierce, 1981). Here, we will review the 
aeroacoustic applications of Kirchhoff s formula. 

Kirchhoff s integral formulation has been used extensively 
for the prediction of acoustic radiation in terms of quantities 
on boundary surfaces (the Kirchhoff control surface coin
cides with the body). Some examples are the method of 
weighted residuals (Fenlon, 1969), the simplified Helmholtz 
integral program (Rogers, 1973), the boundary-
integral/boundary-element method, (Seybert et al , 1984, 
1985) the method of variational principles, (Wu et al, 1987; 
Wu, 1989; and Ginsberg et al., 1990) as well as CHIEF 
(Schenck, 1968 and Seybert and Rengarajan, 1987) and 
CONDOR (Burton and Miller, 1971, and Meyer et al., 1978) 
codes. 

Kirchhoff s method has also been used for the computa
tion of acoustic scattering from rigid bodies (e.g., Gallman et 
al , 1991 and Myers and Hausmann, 1992) using a boundary 
element technique with the Galerkin method. Finally, Wu 
and Wang (1993) and Wu (1993b) have also used the ex
tended Kirchhoff formulation of Wu and Akay (1992) to 
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evaluate the sound radiation from vibrating cylinders in mo
tion and transient sound vibration from impulsively acceler
ated bodies, respectively. 

However, we feel the main power of Kirchhoff s formula
tion is to extend near-field aeroacoustic calculations to the 
far-field for nonlinear problems (e.g., transonic flow, jets). 
The nonlinear aerodynamic near-field can be evaluated using 
CFD techniques. This idea of matching between a nonlinear 
aerodynamic near-field and a linear acoustic far-field was 
first proposed by Hawkings (1977), and has been used by 
some investigators in varipus problems. The separation of the 
problem into linear and nonlinear regions allows the use of 
the most appropriate numerical methodology for each. We 
have been referring to this technique as the "Kirchhoff 
method." 

The use of Kirchhoffs method is based on Kirchhoff 
formulations (e.g., Eqs. (6), (13), (23), (26)). The values of the 
pressure (or velocity potential) and its normal and time 
derivatives on an arbitrary surface S are enough to give the 
far-field radiation at any external point. The surface S is 
assumed to enclose all the nonlinear flow effects and noise 
sources. Pressure (or velocity potential) and its derivatives 
are numerically calculated from an aerodynamic near-field 
code. Since it is assumed that the linear wave equation is 
valid outside this control surface, S, this surface must be 
chosen large enough to include the region of nonlinear 
behavior. However, the accuracy of the numerical solution is 
limited to the region immediately surrounding the near-field, 
because of the usual increase of mesh spacing with distance. 
Thus, since the size of S is limited by the accuracy in the 
numerical solution for the mid-field, a judicious choice of S 
is required for the effectiveness of the Kirchhoff method. For 
example, Patrick et al. (1993) recommended that the devia
tion of the velocity at S from its average value should not be 
allowed to be more than five percent. Xue and Lyrintzis 
(1991) relate the size of the Kirchhoff surface for transonic 
blade-vortex interactions to the transonic similarity parame
ter for a given vortex strength. However, the more accurate 
procedure seems to be testing the wave propagation of the 
CFD solution for a ray of points in order to find the appro
priate linear region and place the Kirchhoff surface there 
(e.g., George and Lyrintzis, 1988, Lyrintzis and George, 1989). 
The results should be independent of the placement of the 
Kirchhoff surface, as long as the surface stays in the linear 
region. Another idea, not tested yet, is to substitute directly 
into the right-hand side of the integral Kirchhoff equation 
and measure the difference between the predicted (i.e., the 
left-hand side of the equation) and the actual value. If the 
difference is low we are in the linear region. 

By making calculations with different surfaces, it was found 
by Lyrintzis and George (1989b) that the tip surface or 
cylinder base contributions of the Kirchhoff surface have 
only a small effect in most cases. The effect of mesh size, 
wave thickness, numerical or analytical (when available) 
derivatives was also studied by Lyrintzis (1988) and Lyrintzis 
and George (1989b). They used some simple analytical cases 
to evaluate the effects of the above factors. It should be 
noted that sometimes a finer CFD mesh is needed to resolve 
details such as the high frequency content of the solution on 
the Kirchhoff surface S before the numerical evaluation of 
the surface integral. Some simple analytical cases to demon- , 
strate the effectiveness of Kirchhoffs formulation were also 
performed by Myers and Hausmann (1990) and Jaeger and 
Korkan (1990). Finally, Meadows and Atkins (1994) tested 
the use of Kirchhoffs method in the evaluation of the noise 
due to an oscillating sphere. They examined the effect of the 
order of integration for the surface integrals and the number 
of points per period and per wavelength in the retarded time. 

Now let use review some "real-life aeroacoustic applica
tions of Kirchhoffs method. Hawkings (1977) used a station-
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Fig. 4 Comparison between far-field directivity of acoustic pres
sure values using the Kirchhoff method ( ) and the direct calcu
lation method (- - - ) for a three percent thick Joukowski airfoil in a 
transverse gust at k-, = 1.0; M = 0.1. The semi analytical results (—) 
for a flat plate encountering the same gust are also shown (from 
Davis and Atassi, 1991). 

ary-surface Kirchhoffs formula to predict the noise from 
high-speed propellers and helicopter rotors. Forsyth and 
Korkan (1987) calculated high-speed propeller noise using 
the Kirchhoff formulation of Hawkings (1977). Jaeger and 
Korkan (1990) used a special case of the Farassat and Myers 
(1988) formulation for a uniformly moving surface to extend 
the calculation to advancing propellers. In the above applica
tions, the Kirchhoff surface S was chosen to be_a cylinder 
enclosing the rotor. 

Davis and Atassi (1991), Atassi et al. (1993), and Patrick et 
al. (1993) have used Kirchhoffs method for the evaluation of 
acoustic radiation from airfoils in nonuniform subsonic flows. 
They employed rapid distortion theory to calculate the near-
field CFD. A sample comparison for the far-field directivity 
of the acoustic pressure using the Kirchhoff method and the 
direct calculation method (i.e., rapid distortion theory, Scott 
and Atassi, 1990) is given in Fig. 4 (from Davis and Atassi, 
1991) for a three percent thick Joukowski airfoil in a trans
verse gust at k1(.= u>c/2V„) = 1 and M = 0.1. The semi-ana
lytical results for a flat plate encountering the same gust are 
also shown in Fig. 4 and are very close to the results from 
Kirchhoffs method. The figure indicates that the direct cal-' 
culation method is not accurate in the far-field, as the direct 
simulation results are very different from the semi-analytical 
and the Kirchhoff results. This is due to discretization errors. 
However, this CFD code is accurate in the near-field and the 
Kirchhoff method should be used instead in the far-field, as 
indicated in Fig. 4. 

The Kirchhoff method for a uniformly moving surface was 
also used in two-dimensional transonic blade-vortex interac
tions (BVI) to extend the numerically calculated nonlinear 
aerodynamic BVI results to the linear acoustic far-field 
(George and Lyrintzis, 1988; Lyrintzis and George, 1989a; 
Lyrintzis and Xue, 1991). Typical results from this applica
tion are shown in Fig. 5; in this figure the CFD solution for a 
two dimensional transonic BVI case is compared to the 
Kirchhoff solution while the unsteady transonic small distur
bance code VTRAN2 is used for the CFD calculations for a 
point P ( -0 .35, -0.186, 0) just outside the Kirchhoff sur
face, upstream and beneath the blade, for a NACA 64A006 
airfoil, Mach number M = 0.822, vortex strength C,v = 0.4, 
(Cw = 2T/Umc, where T is the vortex strength, U„ is the 
free-stream velocity and c is the vortex strength) y0 (vortex 
miss distance) = - 0 . 5 , xs = 0.25, 125, ys = +1.8, zs = 8 (all 
distances are in chords). The vortex moves at constant speed 
U„ (fixed vortex path). The initial vortex position is x0 = 
— 9.51 chords and the free-stream velocity is one (arbitrary 
units) so the vortex passes below the airfoil leading edge at 
time T = 9.51. The agreement between the CFD and the 
Kirchhoff method results is excellent. The Kirchhoff method 
was used to test ideas for BVI noise reduction (Xue and 
Lyrintzis, 1993b). The method was also extended to study 
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Fig. 5 CFD and Kirchhoff's method results for 2-D BVI at point P 
(-0.35, -0.186, 0); NACA 64A006, Mach number M = 0.822, vortex 
strength C(v, = 0.4, (C /v = 21714c, where r is the vortex strength, U„ 
is the free stream velocity and c is the vortex strength), ya (vortex 
miss distance) =-0.5, xs = 0.25, 1.25, ys= + 1.8, z s = 8 (all distances 
are in chords), fixed vortex path (from George and Lyrintzis, 1988). 

noise due to other unsteady transonic flow phenomena (i.e., 
oscillating flaps, thickening-thinning airfoil) by Lyrintzis et al. 
(1992,1994c). 

Kirchhoff s method has been applied to hover High-Speed 
Impulsive (HSI) noise. Baeder et al. (1993) and Strawn et al. 
(1993) used a stationary Kirchhoff surface that encloses the 
entire rotor. The state-of-the-art Transonic Unsteady Rotor 
Navier Stokes (TURNS) code was used for the near-field 
CFD calculations. An unstructured grid was used by Strawn 
et al. (1993). Kirchhoff s method predicted the HSI hover 
noise very well using about half the CPU of the straight CFD 
calculation. The results are also compared with a linear (i.e., 
monopole plus dipole sources) acoustic analogy method 
(RAPP code). The acoustic analogy results were inaccurate 
for tip Mach numbers higher than 0.7, because of the omis
sion of quadrupole sources. Figure 6 shows some typical 
acoustic HSI signals from Baeder et al. (1993) at a distance 
of 3.09 rotor radii and compares with experiments by Purcell 
(1988). Results from Strawn et al. (1993) are similar. The 
method was recently extended to an advancing rotor HSI 
noise by Strawn and Biswas (1994). It should be noted that, 
detailed CFD information out to the stationary Kirchhoff 
cylinder is necessary as an input. In addition, the aerody
namic input, which is usually in rotating blade coordinates, 
has to be transformed to stationary coordinates, a process 
that introduces some errors. Since the cylinder surface is not 
included, the method seems to be well suited for HSI noise 
calculations where the main signal is on the rotor plane. 
However, the application of this method for BVI noise, 
where noise radiation occurs also in downward directions 
and detailed CFD information is needed near the blade, is 
doubtful. 

Isom et al. (1987), and Purcell (1988, 1989) used a modi
fied Kirchhoff method which also included some nonlinear 
effects for a stationary surface, to calculate high-speed com-
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pressibility noise for the hover case. Results (not shown here) 
show good agreement with experimental data. 

Another Kirchhoff method used in helicopter noise is the 
rotating Kirchhoff method (i.e., the surface rotates with the 
blade). The method was used for three-dimensional transonic 
BVI's for a hovering rotor by Xue and Lyrintzis (1993, 1994). 
The near-field was calculated using the Full Potential Rotor 
(FPR) code. The rotating Kirchhoff formulation allows the 
Kirchhoff surface to rotate with the blade; thus a smaller 
cylinder surface around the blade can be used. No transfor
mation of data is needed because the CFD input is also 
rotating. Since more detailed information is utilized for the 
accurate prediction of the far-field noise this method is more 
efficient. We feel that the rotating Kirchhoff formulation is 
needed for the BVI problem, since the details of the flow 
around the airfoil caused by the vortex are important in 
determining the far-field noise. Typical results (pressure ver
sus rotor azimuthal angle "¥) are shown in Fig. 7, where the 
CFD solution is compared to the Kirchhoff solution at point 
P (x, y, z) = (0.56,9.89,0.705 chords) just outside the Kirch- x 
hoff surface. A rotating formulation is used for the Kirchhoff 
method and the FPR is used for the CFD calculations. It 
should be noted that both solutions are in the rotating (i.e., 
blade fixed) coordinate system (i.e., Morino's formulation, 
Eq. (26)). The Kirchhoff control surface coincides with the 
grid lines, L = 11 is used in this case. The results are almost 
the same. The small errors are probably due to the relatively 
coarse mesh used in the FPR calculations. The rotating 
Kirchhoff method (Farassat's formulation) compares very well 
with experimental results (Purcell, 1988), as shown in Fig. 8, 
where results from Purcell (1988) (Isom's formulation) are 
also included. FPR is used in both cases. It should be noted 
that a more detailed grid resolution near the rotor tip was 
used in reference by Purcell (1988). Finally, the method was 
extended for an advancing rotor (Lyrintzis et al. 1994b) and 
was applied to HSI noise (Lyrintzis et al., 1994a). However, a 
slight drawback of the method is that the rotating speed of 
the tip of the rotating surface needs to remain subsonic, 
because Farassat's formulation is currently limited to subson-
ically moving surfaces. An extension to supersonically moving 
surfaces is needed. This imposes limits to the position of the 
tip of the rotating Kirchhoff surface in very high Mach 
number cases (e.g., M = 0.92-0.95 for hover). However, 
Farassat and Myers (1994) are currently extending the formu
lation to supersonically moving surfaces. We expect that this 
extension will be employed in the rotating Kirchhoff formula
tion in the near future. 

Kirchhoff s method has also been applied in the estimation 
of supersonic jet noise. Soh (1994) used the stationary Kirch
hoff method (Eq. (6)) and Lyrintzis and Mankbadi (1995) 
used the uniformly moving formula (Eqs. (13) and (20)) and 
compared time and frequency domain formulations. It should 
be noted that for some complicated noise problems (e.g., 
supersonic jet noise) three computational domains might be 
needed: a complicated near-field (e.g., using Large Eddy 
Simulations-LES), a simplified mid-field with some nonlinear 
effects, and a linear Kirchhoff s method for the far-field. 
Kirchhoff s method can also be applied to ducted fan noise. 
Exploratory results were shown by Ozyoruk and Long (1994). 
Finally, a nonlinear extension of Kirchhoff s method could 
possibly be used in the evaluation of sonic boom to extend 
near-field CFD solutions to a distance where the acoustic 
field is axisymmetric; then, the ray tracing can begin from 
this point. 

Concluding Remarks 
Kirchhoff s method consists of the calculation of the non

linear near-and mid-field usually numerically with the far-
field solutions found from a linear (or nonlinear) Kirchhoff 
formulation evaluated on a surface S surrounding the nonlin-
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Fig. 6 Comparison of the predicted pressure time histories in the 
plane of the rotor at 3.09 rotor radii for untwisted UH-1H for three 
methods at various tip Mach numbers (from Baeder et al., 1993) 

ear-field. The surface 5 is assumed to include all the nonlin
ear flow effects and noise sources. The separation of the 
problem into linear and nonlinear regions allows the use of 
the most appropriate numerical methodology for each. The 
advantage of this method is that the surface integrals and the 
first derivatives needed can be evaluated more easily than 
the volume integrals and the second derivatives needed for 
the evaluation of the quadrupole terms when acoustic anal
ogy is used. The method is simple and accurate and accounts 
for the nonlinear quadrupole noise in the far-field. Full 

diffraction and focusing effects are included while eliminat
ing the propagation of the reactive near-field. Some results 
indicative of the uses of Kirchhoff s method were shown here, 
but the reader is referred to the original references for 
further details. 

Kirchhoff s method is a powerful technique for calculating 
the far-field noise utilizing numerical aerodynamic results 
that simulate complex phenomena, because it gathers all 
near-field complicated nonlinear effects that are necessary 
for far-field accurate acoustic prediction. The use of Kirch-
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Fig. 7 CFD and Kirchhoff's method results (pressure versus rotor 
azimuthal angle) for 3-D BVI at point P (0.56, 9.89, 0.705 chords) on 
L = 1 1 ; NACA 0012, tip Mach number M, lp = 0.75, vortex strength 
r „ = r / M c = 0.2, vortex miss distance Z„ = 0.26, (from Xue and 
Lyrintzis, 1993a). 
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Fig. 8 HSI acoustic pressure predictions for two hover tip Mach 
numbers, M = 0.88, 0.90 at distance R = 3 radii. Experiments and 
computations from reference Purcell (1988) are also shown, (from 
Xue and Lyrintzis, 1993a). 

hoff s method has increased substantially the last 5-10 years, 
because of the development of reliable CFD methods that 
can be used for the evaluation of the near-field. It can be 
used to study various acoustic problems, such as propeller 

noise, high-speed compressibility noise, blade-vortex interac
tions, jet noise, ducted fan noise, etc. 

A simple set of portable Kirchhoff subroutines can be 
developed to calculate the far-field noise from inputs sup
plied by any aerodynamic near/mid-field code. Some issues 
that need to be addressed before the wide-spread application 
of Kirchhoff subroutines are the determination of proper 
Kirchhoff surface placement, the choice of an adequate grid, 
and the choice between time and frequency domain. Finally, 
the subroutines should be extended to handle supersonically 
moving surfaces. However, as these subroutines develop and 
become mature, Kirchhoff s method may very well replace 
the Acoustic Analogy method used today for acoustic prob
lems when nonlinear quadrupole terms are present. 
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Investigation of Fully Developed 
Turbulent Flow in a Straight Duct 
With Large Eddy Simulation 
Large eddy simulations have been performed in straight ducts with square cross 
section at a global Reynolds number of 49,000 in order to predict the complicated 
mean and instantaneous flow involving turbulence-driven secondary motion. Iso
tropic grid systems were used with spatial resolutions of 256 *642. The secondary 
flow not only turned out to develop extremely slowly from its initial conditions but 
also to require fairly high resolution. The obtained statistical results are compared 
with measurements. These results show that the large eddy simulation (LES) is a 
powerful approach to simulate the complex turbulence flow with high Reynolds 
number. Streaklines of fluid particles in the duct show the secondary flow clearly. 
The database obtained with LES is used to examine a statistical turbulence model 
and describe the turbulent vortex structure in the fully developed turbulent flow in 
a straight duct. 

1 Introduction 
The study of viscous flows in straight ducts has been of 

fundamental interest to fluid dynamicists. Most such flows 
encountered in engineering equipments are turbulent. Many 
investigations show that the flow in noncircular straight ducts 
is accompanied by secondary motions in the plane perpendic
ular to the streamwise flow direction. This secondary motion 
can be caused by different mechanisms and seriously depends 
on the Reynolds number, geometry of cross-section (for ex
ample, aspect ratio of the section) etc. Secondary flow not 
only induces a reduction in the volumetric flow rate, but it 
also causes the axial velocity field to be distorted with an 
outward shift of the contours of constant velocity. Further
more, the secondary motion produces an increase in the wall 
shear stress towards the corners, and a significant influence 
on the heat transfer at the walls. The secondary flow can also 
increase the lateral spreading of any tracer discharged into the 
channel. A clear understanding of the evolution and conse
quences of the secondary flow in ducts in its fully developed 
state is quite important. Besides, little is known about the 
structure of internal turbulent flows, even in straight ducts. 

A considerable number of experimental investigations and 
numerical predictions has been carried out on turbulent flow 
in straight square ducts. Most of the experimental investiga
tions of duct flows aimed at measuring the statistical time-, 
averaged velocities and Reynolds stresses. Almost all numerical 
predictions have been carried out with turbulence models. In 
the paper of Demuren and Rodi (1984) experimental investi
gations and statistical models were presented, described and 
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compared in detail. As we know, the secondary flow in a 
straight square duct is very weak and the velocity components 
are of the order of 2 — 3 percent of the main flow velocity. 
The measurement of this secondary motion becomes prohib
itively difficult. In the past decades, several researchers meas
ured the secondary flow and got some useful results (for 
example, Brundett and Baines, 1964; Gessner, 1964; Gessner 
and Emery, 1981). Kline (1981) found that the length required 
for full flow development in a pipe may exceed 140 diameters. 
According to this viewpoint, only in a few experiments fully 
developed flow has been achieved (for example, Brundett and 
Baines (1964), Gessner (1964)). The present results will be 
compared with Gessner (1964 and 1981) data. 

As a result of the rapid development of supercomputer, the 
large eddy simulation (LES) method is successfully used to 
simulate complex turbulence. Because an accurate prediction 
of the secondary flow needs models of high order accuracy, 
this flow can be considered to be a good candidate to examine 
the quality of LES methods. Using LES, Miyake and Kajishima 
(1991) investigated the origin of secondary flows that are ob
served in straight ducts of square cross section. This work, 
however, does not contain a complete investigation of this 
flow, since it lacks spatial resolution. Recently, Mad-
abhushi and Vanka (1991) used the same technique and com
pared their results with experimental data of higher Reynolds 
numbers. The agreement is obviously not satisfying. The au
thors declare the comparisons between the experimental data 
and their numerical results are only qualitative and not quan
titative, because there is a large difference in Reynolds num
bers. The analysis of the turbulence structure in a straight duct 
has not been confirmed till now. 

An important role of numerical simulation (DNS or LES) 
is that the database generated with numerical simulation can 
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be used to test the correctness of the statistical turbulent model 
and put forward suggestion to improve modelling. Demuren 
and Rodi's algebraic modelling was tested in the present paper. 

It is the object of the present work to use the LES method 
in the simulation of fully-developed turbulent flows in straight 
ducts. The object can be divided into the following parts: 

• To show the reliability of the LES method in numerical 
simulation of complex turbulent flows in straight ducts 
by comparison with experimental data. 

9 To analyze the mechanism of the secondary flow in a 
square duct. 

• To establish a database of turbulent flows in a square 
duct for examination of statistical turbulence modellings, 
to analyze various statistical values and correlations, and 
to display visually the turbulent motion and different 
structures in the turbulent flow. 

2 Description of Basic Theory and Numerical Method 
The following basic assumptions are made: the fluid is in

compressible and Newtonian; fluid properties like the kine
matic and dynamic viscosity are constant; the gravitational 
and other external forces are ignored; in the fluid flow, the 
influence of heat exchange is ignored. 

The governing equations of LES are obtained through fil
tering Navier-Stokes (NS) equations over space. 

In the present paper, the box filter is used, because it has a 
simple and clear physical meaning: 

G(rlr') 

where x,<= ( r-r ' ) , / = 1, 2, 3 
The scale of the grid is chosen as a filter scale: 

(1) 

A = V A F = V A X I A ^ A J C 3 (2) 

The physical quantities are averaged over the grid volume 
or over its side surfaces in the process of box filtering equations. 
The physical quantities (/) are divided into two parts: large-
scale and small-scale parts ( /and/ ' ) . 

The filtered NS equations, in a cartesian coordinate system 
are as follows: 

Continuity equation 

+ (AA2 

+ (AA3 

Momentum equation 
d 

+ AA + 

-AAr 

•AA; DJ) = 0 (3) 

Wj AVn)i+ 2 (AAf*A?v}*A?vi-AArAAr 
Vl W) 

iOAAf- — 40 AAfTn 

•Xi(x) 

Fig. 1 Coordinate system 

straight square duct is simulated numerically, using the co
ordinate system shown in Fig. 1. The cross section of the duct 
is a square with side H, the length of the duct is Z = 4H. In 
the main direction of flow, i.e., xrdirection, the periodic con
dition for velocities and pressure^' (=p-x(dp/dx)0) are used. 
The time-mean pressure gradient (dp/dx)0 is given. At the 
walls, the velocities are zero. The initial velocity field satisfies 
the equation of continuity. 

In the present paper the staggered grid is used. The equations 
of momentum are solved with an explicit "leap-frog," finite-
difference scheme. The Poisson equation for the pressure is 
solved with a fast spectral method. 

3. Numerical Results and Discussions 

Outline of Computational Examples. The numerical re
sults show that the second order correlations of fluctuating 
velocities at two points in main direction are nearly zero, if 
the distance" between the two points is more than 2H. That 
means the chosen length of the duct is large enough to get 
correct results in the numerical simulation of fully developed 
turbulent flow in a straight duct. According to Arnal and 
Friedrich (1991), there is some influence of the shape of the 
grid cell on the computational results. Anisotropic grids pro
duce a spurious exchange of fluctuating energy among the three 
velocity components. The best computational results were ob
tained with 'isotropic' grids for which Axi = Ax2 = Axi. The 
reason is that different filter widths do different filtering in 
the three directions. In isotropic turbulence this would ob
viously have an unwanted effect. 

Three large-eddy simulations of the turbulent flow in a 
straight duct have been performed. The Reynolds number of 
the flow was 49000. Their parameters are as follows: 

- 2 (A4,+^'+TJJ - AAf^fr* ) = o 

Table of parameters of LES of turbulent flow 

Case 

I 
II 
III 

Case 

I 
II 
III 

L/H Ax Ay 

4.0 0.0625 0.03125 
4.0 0.03125 0.03125 
4.0 0.015625 0.015625 

number 
of grids 

64x32x32 
128x32x32 
256x64x64 

number of 
time steps 

45500 
52000 
36000 

in straight duct 

Az 

0.03125 
0.03125 
0.015625 

CPU 
of 

Cray-YMP 

10.8 h 
24 h 

137 h 

rfi= -Vi'vi'+—Sj, 
Re (4) 

where AA* is side surface of volume A V with normal direction 
e,-, and AAf with — e,-. Moreover v/vf is a second-order cor
relation of small-scale values. It is called the subgrid-scale 
(SGS) stress. These are not the second order small values in 
turbulence and should be calculated from large scale values 
by means of SGS-modeling. Here the modified Schumann's 
SGS-model is used, which is described in detail in Su (1993). 

In the present paper the fully developed turbulent flow in a 

To reduce the number of time-steps, in cases II and III, the 
initial fields were obtained by interpolation of the computa
tional results of cases I and II, respectively. In the following 
discussion the results of case III are presented and compared 
with experiment. 

Distribution of Mean Axial Velocity. Contours of the mean 
axial velocity in a cross section of the duct are compared with 
Gessner's (1964) experimental data (dots) in Fig. 2. Here the 
averaged velocity is normalized with the maximum velocity. 
The agreement is acceptable. 
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Fig. 2 Contours of averaged velocity and their comparison with Ges-
sner's data indicated by symbols 

One finds that the contours of the mean axial velocity are 
not convex everywhere. They are deformed towards the corners 
of the duct. This is produced by the secondary flow in the 
duct. In this flow, the fluid moves from the center of the duct 
towards its corners. Close to the corners it turns rapidly with 
small radius of curvature and flows along the walls. In the. 
center of the side wall two secondary streams meet and take 
a 90 deg turn towards the duct center. Thus, the eight recir
culation zones of the secondary flow are formed (see Fig. 3). 
The momentum of the fluid is convected from the central part 
of the duct towards the corners. However, the fluid near the 
centers of the side walls is decelerated close to the stagnation 
line of the secondary flow. The difference between the present 
and Gessner's contours of the axial velocity is produced from 
the different Reynolds number (the present number is 49,000, 

Journal of Fluids Engineering 

Fig. 4 Velocity vectors of the secondary flow 

Gessner's is 250,000.) Larger Reynolds numbers lead to stronger 
secondary flow. 

Pattern of Secondary Flow and Mechanism of Its Produc
tion. The instability of an unidirectional mean axial turbulent 
flow and the appearance of secondary flow in the transverse 
plane of a pipe with noncircular cross section was first rec
ognized by Nikuradse (1926). Many experiments have shown 
that the secondary flow velocities of fully developed turbulent 
flow in a straight square duct are small and equal to ~2-3 
percent of the magnitude of the axial velocity. 

In the present simulation, the secondary flow appears very 
clearly in the shape of eight recirculation zones (Fig. 3), it is 
symmetrical with four symmetry axes. In Fig. 3 a comparison 
between the streamlines of the secondary flow in the present 
simulation and those in experimental measurement and nu
merical predictions (A) Gessner (1964), (B) Nakayama (1988), 
and (C) Hur (1988)) is shown. There is good agreement among 
all the data. A vector plot is presented in Fig. 4. 

In the following, the mechanism for the development of the 
secondary flow is discussed using the results obtained in the 
present large eddy simulation. The time averaged velocity field 
of the fully developed turbulent flow in a straight duct is quasi-
steady and two dimensional. 

The mean longitudinal vorticity satisfies the following dif
ferential equation: 

/ v a<M*> a w /a 2 w a 2 w\ 

d2«ww)-<vv» d2{vw) d2<;7w) 
dydz ~ dy2 + dz2 

where (~) = (•) - <(•)>, < • > is the time averaged value. In fully 
developed laminar flow, <iw> =0, <vvw> =0 and <uw> =0, so 
that <ux>=0, that means there is no secondary flow in the 
laminar case. In fully developed turbulent flow, the existence 
of a secondary flow is directly tied to the presence of a nonzero 
axial mean vorticity <cox>. The axial vorticity source term in 
(5) given by 

d2«ww)-<iJg)) d2(vw) d2{vw) 
dydz dy2 dz2 

is the cause of the secondary flow. The pressure </?> is divided 
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< wx > 

_ Y 
Fig. 5 Contours of <w>x 

Fig. 6 Streaklines ol fluid particles 

into </?>jv attributed to the normal stress (-d(vv) / dy, 
- d< ww> / dz) and (p)s attributed to the shear stress ( - 3< vw>/ 
dz, -d(vw) /dy). They can be determined by solving the 
following Poisson equation: 

r<p>N a<p>N_ d2(.vv) 
3 / dz2 dy2 

3 (ww) 

d2{p>s+d\pys__2d
2<vwy 

By1 3Z2 dydz 

(6) 

(7) 

The calculated results of these two pressure fields show that 
the pressure (p)s is very small, so that one can conclude that 
the secondary flow is generated essentially by the gradient of 
the normal turbulent stresses. 

Contours of wx are displayed in Fig. 5. They show that the 
driving forces for the secondary motion are concentrated in 
regions close to the four corners. These conclusions agree with 
the Speziale (1982) analysis and Miyake and Kajishima's (1991) 
discussion. 

Motion of Particles in Duct. To visualize the turbulent 
flow, streaklines are computed. They can be compared with 
photos, obtained from visualization experiments. Streaklines 
are shown in Fig. 6. 

Distributions of Turbulence Kinetic Energy and Reynolds 
Stresses. In Figs. 7 and 8, the numerical and measured pro
files of the turbulent kinetic energy (E) and the Reynolds 
stress (iiv) along the wall- and corner-bisectors are compared. 
They show that the agreement is fairly good, but there are 
certain discrepancies near the wall and the corner. The present 
LES results are closer to the experiment than the results ob
tained with turbulence models, especially in the vicinity of the 
side walls. As we know, most of the turbulent kinetic energy 
is produced in the buffer layer close to the wall. In this region 
the turbulent kinetic energy (E) and the Reynolds stress (uw) 
have their maximum values. Therefore it is necessary to choose 

Po (1975) Re=83000 

Geasner, Po & Emery (I960) Re=350000 

Demuren & Rodi (1964)a Re=83000 

Demuren 8t Rodi (1984)b Re=83000 

Present LES Re=49000 

E"/Ub/Ub«10000 

0.00 ' ' 0.50 
E"/Ub/Ub on wall bisector y /H 

Fig. 7(a) 

Po (1975) Re=83000 

Gessner, Po & Emery (1980) Re=250000 

Demuren & Rodi (19B4)a Re=B3000 

Demuren & Rodi (1984)b Re=83000 

Present LES Re=49000 

E"/Ub/Ub«10000 

90.0 

30.0--

6.00 ' 0.50 
E"/Ub/Ub on corner bisector y"/H" 

Fig. 7(b) 
Fig. 7 Profile of turbulence kinetic energy along (a) wall bisector and 
(b) corner bisector 

an appropriate turbulence model and a numerical approach to 
correctly simulate this region. 

The contours of the Reynolds stress (uw), which are ob
tained by the present simulation are compared in Fig. 9 with 
those of Hur (1988) and Myong (1988). The agreement among 
these results is quite good. 

4 Examination of Phenomenological Turbulence 
Models With LES-Database 

The fully developed turbulent flow in a straight duct was 
predicted by numerous authors through different statistical 
turbulence models. These turbulence models were developed 
by means of phenomenology and experimental data. Many 
unmeasurable values, for example, correlations between fluc
tuating pressure and velocity, are calculated with empirical 
formulae in turbulence models. 

There are also numerous empirical constants in these models, 
which are determined from experimental data or numerical 
experience. The correctness of the turbulence models can be 
• examined with the help of experiments or high-level numerical 
simulations: Large Eddy Simulation (LES) and Direct Nu
merical Simulation (DNS). 

In this paper the database obtained from LES is used to 
examine Launder, Reece and Rodi's turbulence model (LRR-
model), (Demuren and Rodi's work 1984). Consistent with the 
local equilibrium assumption, they assume equality between 
production P and dissipation e of turbulent kinetic energy. 
According to this assumption, the following simplified formula 
is obtained: 
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Fig. 8 Profile of turbulence Reynolds stress < Qv) along (a) wall bisector 
and (b) corner bisector 

z> z 
i 

Definition of 5. do. 4> 
for inner point Q 

Definition of 
z' and z 

Fig. 10 Definition of s, oV>, 0 for inner point Q; definition of z' and z 

where / is a function of the dimensionless wall distance. De
muren and Rodi use two different wall-damping functions: 
namely, a linear and a quadratic one 

with « = 1, a =1 /2 and « = 2, a = 2/ir. The lengthscale L is 
determined from L = ( c 3 » (KV2/t). The coefficient 
C3/*/K in this definition of L has been chosen so that / takes 
the value of unity in regions near plane walls, s is the distance 
from the considered point to the surrounding surfaces, see Fig. 
10. 

From the velocity correlation appearing in the last bracketed 
term in Eq. (8), the individual stress components can be ob
tained, and are given in Demuren and Rodi (1984). 

Dk= dk_ 

Dt= 2 3x2 

Convection of k 

<uw> /U?n x 103 

Maximum value 0.3 
Minimum value -1.0 
A(<ih&>) = 0.1 

(c) 

Myong 

Fig. 9 Contours of <ow>. (uw)Hfm x 103. Maximum value 0.3, minimum 
value -1.0, A« 0w)) = 0.1. (a) present, (o) Hur (1988), and (c) Myong (1988) 

dV< — dVi 
«-<x)\-u,ul—-uJul — 

- ^ [ c , ^ + ^ ( l - a - ^ - c 1 ) 5 ^ ] = 0 (8) 

where k is the turbulent kinetic energy, e the dissipation of 
turbulent kinetic energy. The overbar denotes statistical av
erages. V, is the mean velocity. Constants are defined as fol-
lows* 

a = 0.7636-0.06/, 7 = 0.182, 0 = 0.1091 +0.06/, 
c, = 1.5 - 0 . 5 0 / 

Pressure and convective diffusion of k Production of k 

d Tdu/A dih IdUi duk 
+ Vtel

Uk \dx,rV dx, \dxk
+dxt 

Viscous diffusion 

^ (10) 

Dissipation of k 

In this equation the left-hand term and the first three right-
hand terms can be calculated in the large eddy simulation. For 
high Reynolds number flows the viscous diffusion term in the 
region far from wall is negligible and thus the dissipation of 
k can be computed. 

The result of calculation shows that the production of k is 
roughly equal to the dissipation of k in the greatest part of 
the flow field. Therefore this result is in agreement with De
muren and Rodi's assumption. So that in the calculation, the 
dissipation of k can be replaced by the production of k. 

In the calculation of the function / , it is found that the 
decline of the dissipation of k from the near wall region to the 
central region of the duct is faster than the decline of k. Thus, 
it is impossible that the function / has a value of unity in the 
near-wall region and a value of zero as the point remotes from 
the walls, because the value of k?n/e does not tend to zero, 
but it is large in the central region of the duct. Here the value 

Journal of Fluids Engineering DECEMBER 1994, Vol. 116 / 681 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



.IOOOOE-01 MIN 10000E-01 NEPS= 
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Fig. 11(6) <uo> versus z'/H'; z/H (right) 

FOR < vv/Ub/Ub .I0000E-0I MIN - -.10000E-01 NEPS= 5 

Linear quadr. a Geesner Experiment 

Fig. 11(c) < vv) versus z'/H'; z/H (right) 

of <.>>> at the nearest-corner point is chosen as L for linear 
relationship, and the value of {y2) as L2 for quadratic rela
tionship. 

Using the above-mentioned function/and the time-averaged 
values of the LES-database, the predicted Reynolds stresses 
can be evaluated using the individual stress component equa
tion of Demuren and Rodi (1984). These results are compared 
with the LES and the experimental data in Figs. ll(a)-(e). 

Figure 11(a) shows that the distributions of k from LES and 
predicted results are almost identical. Figures \\{b) and (c) 
show that in the distributions of the turbulent kinetic energy 
in two different directions there are differences among pre
dicted, LES results and experimental data. 

Figures 11 (d) and (e) show the distributions of (uv), (uw). 
The agreement between the LES result and the experimental 

data is better than that between the predicted result and the 
experimental data. The difference between the predicted result 
and the experimental data becomes more distinct near the wall 
and corner. 

5 Distribution of the Inclination Angle of the Vorticity 
Vector 

As Moin and Kim (1985) pointed out, the distribution of 

the inclination angle of the vorticity vector is one of the relevant 
quantities for the determination of the vorticity structure in a 
turbulent flow. The present method to obtain this distribution 
is different from Moin and Kim's method. The duct is divided 
into four parts (four triangular prisms) by two diagonal planes. 
Every part contains a side wall of the duct. The inclination 
angle 8 is defined as an angle between the neighboring wall of 
the considered point and the projection of the vorticity vector 
into the plane normal to this wall and parallel to the duct's 
axis. The inclination angle \j/ is defined as an angle between 
the projection of the vorticity vector onto the duct's cross 
section (y, z)-plane and the neighboring wall of the considered 
point. The statistics are carried out along 8 lines parallel to 
the axial direction. Every eight lines constitute a group. They 
have four symmetry planes: horizontal and vertical planes 
through the axis of duct as well as two diagonal planes of the 
duct. 

The results of the statistics are shown in Figs. 12 and 13. 
The histogram at each line group (with eight lines) is generated 
by calculating the angle 8 at all the grid points. The contribution 
of each grid point is weighted with the magnitude of the vor
ticity vector, y and z in Figs. 12 and 13 are coordinates of one 
line in a group. 

From the distribution of 8, one can find that there are two 
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FOR < uv/Ub/Ub > MAX = .10OO0E-O1 MIN = -.10O00E-01 NEPS= 5 

< uv > — Linear quadr. e Po Experiment 

n 

Fig. 11(d) (uv) versus z'IH'\ zlH(right) 

FOR < uw/Ub/Ub > MAX = .IOOOOE-01 MIN = -. 10000E-0I NEPS= 5 

< uw > • Linear quadr. e Po Experiment 

Fig. 11(e) (uwversus z'IH'\ z/H(right) 

Fig. 11 Comparison between prediction/LES/experiment (solid line: LES) 

-hn,y=Ul; b ) z = i / / , i / = i / / ; 

Fig. 12(a) z= 1/32 H, y= 1/2 /^ Fig. 12(6) z= 1/2 H; y= 1/2 H; 

Fig. 12 Distribution of 6 along different line-groups 

b)z = Ul,y=llI; 
Fig. 13(a) z= 1/32 H, y= 1/2 ^ Fig. 13(6) z= 1/2 H, y = 1/2 H. 

Fig. 13 Distribution of ^ along different line-groups 

peaks for every group. The positions of the two peaks for all 
groups are almost in regions from 45 to 90 deg and from - 90 
to 135 deg, and the distance between the positions of the two 
peaks is nearly 180 deg. That means the vorticity vectors of 
higher strength can be found between planes inclined from 45 
to 90 deg. At distances z = 1/32 H from their neighboring walls, 
the vorticity vectors of higher strength have a greater tendency 
to occur in planes inclined at 80 or - 100 deg to the neighboring 
walls. With the increase of the distance between the lines and 
their neighboring walls, this angle varies in the region from 45 

to 90 deg or from - 90 to - 135 deg. For the fully developed 
turbulent flow in a straight channel, the principal axes of the 
mean-strain-rate tensor, S,y, are inclined at 45 deg to the neigh
boring walls. For the fully developed turbulent flow in a straight 
duct, the principal axes of the mean-strain-rate tensor, S,y, are 
not inclined at 45 deg but at a variable angle to the neighboring 
wall due to the existence of the side walls. 

The inclination angles between the projections of vorticity 
vectors into (y, zy planes and the neighboring walls, i.e., \p 
were also calculated. In the vicinity of the wall, the distribution 
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of 4> has a peak, which is close to 180 deg (or - 180 deg). Away 
from the wall, the distributions become broader. However, 
the concentration of vorticity vectors pointing in the spanwise 
direction (the direction of the mean-vortex lines) remains ap
preciable until the normal distance n ~ 0.35 H. The distribution 
shows symmetry about \p = 0 approximately. In the center of 
the duct, the peak is smeared. 

The above study shows that the information about the struc
ture of the flow that can be extracted is useful, but limited. 
Nevertheless, horseshoe-vortices were found as well as other 
kinds of vorticity lines. A detailed discussion can be found in 
Su (1993). 

5 Conclusions 
From the investigations the following conclusions can be 

obtained: 
• The agreement between experimental data and LES results 

shows that the method of LES with a modified Schumann SGS 
model can be used to predict the various features of the tur
bulent flow with fair accuracy. 

• Although the secondary motion is very weak and varies 
sensitively with the geometry of ducts and Reynolds number, 
the numerical simulation can describe it clearly. In addition, 
the cause of the production of the secondary flow can be 
explained through the analysis of the database produced with 
the numerical simulation. 

• The comparison between LES and Demuren-Rodi's result 
shows that the LES method is a more promising approach. 

• In the regions, which are near side-walls but far away 
from corners, the turbulent structure is similar to that of tur
bulent flow in a straight channel. 

The work reported here was sponsored by the Deutsche 
Forschungsgemeinshaft (DFG). The first author would like to 
thank the referees for their comments, which has led to sub
stantial improvement of the manuscript. 
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Velocity Characteristics of a 
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Axial and tangential components of the velocity vector are measured using a Laser 
Doppler Velocimeter (LDV) system in a confined highly turbulent isothermal swirl
ing flow near a swirl plate. The flow has essential features of swirl-stabilized flame 
combustors. Throughout this study, a constant "nominal" swirl number of 0.36 is 
generated by air jets from a set of slots in a swirl plate. A low-speed coflowing air, 
referred to as dilution air, is uniformly distributed around the swirling flow by use 
of an annular-shaped honeycomb. Three different swirling air flow rates with a 
fixed dilution flow rate are studied and results are discussed. Detailed mean axial 
and tangential velocity profiles at several axial locations show that the size and the 
strength of the central recirculation zone are strongly dependent on the swirling air 
flow rate. Increasing the swirl airflow rate increases both the radial extent and the 
axial length of the central recirculation zone. Mean total and reversed airflow rates 
are calculated by integrating the mean axial velocity profiles. In the setup used in 
this study and up to the axial positions investigated, the reversed flow rate as a 
percent of the total flow rate seems to be linearly proportional to the reversed-flow 
zone area, being independent of the swirl air flow rate at a fixed nominal swirl 
number value. As swirl air flow rate is increased, the root mean square (rms) of 
the axial and tangential velocity fluctuations increase monotonically at almost all 
radial positions except sufficiently away from the swirl plate and near the chamber 
axis. Several velocity biasing correction methods are reviewed. A simple velocity 
biasing correction scheme is applied in this study to investigate its effect on the 
conclusions reached in the study. 

1 Introduction 
Swirling flows have many practical engineering applications 

such as in gas turbine engines, industrial furnaces, diesel en
gines, boilers, etc. In these combustion systems, swirl is a major 
contributor to improved combustion efficiency, enhanced flame 
stabilization, better fuel-air mixing, improved blow-off limits, 
and lower pollutant formation. Due to its importance, there 
have been experimental and theoretical investigations on swirl
ing flows in a variety of applications and geometries. Our 
emphasis in this paper is the swirling flows of relevance to 
furnaces, oil burners, and gas turbine combustors. Many of 
these works are summarized by Gupta et al. (1984). In these 
studies different chamber geometries and swirl generation de
signs were considered by researchers. For example see, Khalil 
et al. (1977), Habib and Whitelaw (1979), Fujii et al. (1981), 
Vu and Gouldin (1982), Gouldin et al. (1985), Altgeld et al. 

'Data have been deposited to the JFE Data Bank. To access the file for this 
paper, see instructions on p. 892 of this issue. 
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(1983), Ramos and Somer (1985), Heitor and Whitelaw (1986), 
Brum and Samuelsen (1987), Samimy and Langenfeld (1988), 
and Nejad et al. (1989). In these works, although many con
clusions were apparatus-specific, several general observations 
were also made. In particular, swirling flow was found to 
generate flow reversal or tendency for flow reversal at some 
distance from the swirling jet exit plane. The strength and size 
of the recirculation zone were greatly dependent on the "swirl 
number." Swirl number is a nondimensionalized parameter 
equal to the axial flux of the swirl momentum divided by the 
axial flux of axial momentum, times the equivalent swirler (or 
nozzle) radius, see Gupta et al. (1984). The higher the swirl 
number, the stronger and larger the recirculation zones be
come. The character and the size of the recirculation zone have 
important effects on flame stabilization in these combustors. 
The recirculated mass flow rate was shown to be proportional 
to the swirl number. Tangential (or swirl) velocity profiles 
showed forced vortex behavior inside the "central" recircu
lation zone and nearly free vortex outside of it. Combustion 
was also found to greatly affect the formation of the recir
culation zone and to increase the turbulence intensity. In most 
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Fig. 1 Schematic of the test rig and the swirl pate 

cases, combustion made the recirculation zone stronger and 
wider in radial direction as compared to the isothermal cases. 
LDV was generally used because of the nonintrusive nature of 
the measurement and the existence of flow reversal. 

Swirlers are generally designed considering manufacturing, 
economical, and application factors. In this paper, we would 
like to report experimental results and observations near a 
particular design of a swirl "plate." The employed design 
simulates a class of simple swirlers used in swirl-stabilized 
combustors such as oil burners and furnaces. Here, the main 
objective is to understand the effects of "swirl flow rate" at 
a constant nominal swirl number on the flow field near the 
swirl plate in a model swirl-stabilized combustor configuration 
possessing important features of practical combustors which 
have swirl, high turbulence intensity, and flow recirculation. 

Test conditions and, in particular, measurement positions were 
chosen such that these results provide assistance in understand
ing the effects of swirl flow rate, combustion, and droplet/air 
interaction in our current and future efforts on liquid fuel 
spray combustion using the same chamber, see Chehroudi and 
Ghaffarpour (1991), (1992), and (1993)(a),(6). 

2 Experiment 

2.1 Experimental Setup. The combustor used in this study 
is identical to the one used by Chehroudi and Ghaffarpour 
(1991), (1992), and (1993)(«),(6). A somewhat self-explanatory 
schematic drawing of the combustor is shown in Fig. 1. Com
pressed air is ducted through regulators and filters and divides 
into two passages, one for swirl air (the inner 216 mm long 
by 102 mm diameter pipe) and the other for low-speed co-
flowing air referred to as dilution air (annular region within 
the outer and inner pipes). For more details on the rig refer 
to the aforementioned references where it was used. 

For the swirling air, a swirl plate is located just inside the 
upper edge of the inner cylinder. There are ten radial slots of 
33 mm in length and 6 mm in width equally spaced tangentially, 
see Fig. 1. Each slot produces 30 degree exit velocity jet with 
respect to the chamber axis. The central hole in this plate is 
where the fuel nozzle is positioned. This swirl plate design is 
similar to and simulates what is employed in some industrial 
furnaces and oil burners. Looking from the top, the swirl plate 
slots generate a clockwise swirling flow with a calculated nom
inal swirl number of about 0.36. The slot width/length ratio 
is about 0.27, ensuring that the air jet angle from each slot is 
the same as the one for the slot itself (i.e., 30 deg to the vertical 
axial in Fig. 1), see Gupta et al. (1984). Note that for a given 
swirl plate design, assuming a uniform velocity profile (plug 
flow) for the slot jets, the swirl number is only dependent on 
the swirl plate geometry and not the "swirl flow rate." In fact, 
the herein reported swirl number referred to as nominal is 
based on these assumptions, see Beer and Chigier (1972). The 
actual swirl number does change with the swirl flow rate to 
some degree. However, various type of swirl numbers calcu
lated on a different basis using different measurements and 
different assumptions provided a reasonably fair agreement, 
see Kihm et al. (1990). In this work the above-mentioned swirl 
plate design was selected since it produced the widest stable 
flame region in our chamber. The effects of "swirl flow rate" 
were then investigated near the plate (with a fuel nozzle in 
place but no fuel spray injection) at a constant nominal swirl 
number value of 0.36. 

2.2 Measurement System. The measurement system in 
this study includes: A TSI LDV system model 9100-7, a TSI 
optical table model 9127 with a motorized control system, a 
a LEXEL Ion Laser model 95, a TSI counter-type signal pro
cessor model 1990B ( + / - 1 nanosecond resolution), a lab 
interface box and a 386 IBM compatible PC for data acqui
sition and analysis. A 3.75X beam expander was employed to 
obtain a smaller measurement volume providing a higher sig
nal-to-noise ratio. Fringe spacing of 1.90 jum with + / — 
0.1 % accuracy was produced in the measurement volume with 
70 ixm in diameter and 508 fira in length. Back scattering system 
was used throughout the measurements with a collecting lens 
of 152 mm O.D. and 480 mm focal length. This arrangement 
was used because of geometrical constraints imposed by other 
optical setups, see Chehroudi and Ghaffarpour (1991), (1992), 
(1993)(«). A Bragg cell provided frequency shift of 40 Mhz on 
one beam to cause directional sensitivity and minimize LDV 
fringe bias. Frequency mixer was bypassed upon parametric 
study (to obtain optimum counter and photomultiplier tube 
settings) since it was found to introduce noise into the system. 
The high low pass filters are set at 20 and 50 Mhz respectively. 
Sixty-four number of cycles were used for counting process 
with percent comparison of 7 percent. Cumulative uncertainty 
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(due to counter processor resolution, fringe spacing calcula
tion, digital data acquisition, and Bragg cell frequency) of an 
individual measurement was estimated to be less than about 1 
percent. Total sample data changed between minimum of 1000 
to maximum of 3000 depending on the measurement position. 
Total acquisition time per position was limited to maximum 
of five minutes. Velocity Probability Distribution Function 
(PDF) was constructed and data points beyond 3.5 standard 
diviations was rejected. The statistical uncertainties were es
timated to about + / - 3 percent and + / - 7 percent for the 
mean and rms of velocity, fluctutations, respectively. Use of 
40 Mhz frequency shifting with 0.01 percent accuracy decreases 
the accuracy for small velocities. The resolution of small ve
locity measurement was estimated to be approximately 0.06 
m/s. For example, a 1 m/s velocity can be measured with 
about 6 percent accuracy. Digital output of the TSI counter 
processor was interfaced to an IBM-compatible PC for fast 
data acquisition and analysis. Data acquisition and processing 
programs were from Yas Diagnostics Inc. using Fortran and 
Assembly languages. A seeder similar to the one used by Cheh
roudi (1983) was constructed to provide stable and uniform 
seeds in the flow field. A seed rate of about 100 seeds per 
second in the measurement volume is estimated from the ge
ometry and speed of the eletrical motor. Seed was titanium 
dioxide powder with average size of less than 1 /un. 

3 Results and Discussions 
Both axial and tangential velocity profiles were measured at 

six different axial locations {z = 15, 25, 40, 55, 70, 90 mm 
from the tip of the fuel nozzle). These axial positions were 
chosen to coincide with measurements of Chehroudi and Ghaf-
farpour (1991), (1992), (1993) when liquid fuel spray injection 
and combustion were considered. In addition, they found no 
liquid fuel droplets at distances higher than the 90 mm with 
combustion, hence no droplet/air interaction exists above this 
position. At each axial position, the horizontal traverse line 
of the measurement volume was located in a vertical plane that 
includes the chamber axis and passes through the middle of 
two slots on the swirl plate. Three-different swirl air flow rates, 
referred to as "high," "medium,"and "low," were used to 
investigate effects of the swirling air flow rate on the flow field 
inside the combustor. Dilution volumetric air flow rate (at 
atmospheric condition) was fixed at 1.55 mVmin. Swirl air 
flow rates of 3.7, 2.9, and 1.41 mVmin were used for this 
study. The accuracy of these values are to within + / - 2.5 
percent of the readings. These flow rates were chosen since 
high (3.7 mVmin) and "low" (1.41 mVmin) swirl flow rates 
corresponded to the boundary beyond which flame could not 
exist in this combustor as reported by Chehroudi and Ghaf-
farpour (1993). The character of the flame and the nature of 
its instability near the high and low swirl flow rates were found 
to be different. The medium swirl (2.9 mVmin) case was for 
the most stable flame condition observed by them at the di
lution flow rate mentioned above. 

3.1 Velocity Profiles. Figure 2 shows radial profiles of 
the mean and rms of axial velocity fluctuations at six axial 
locations and with three different swirl air flow rates. In the 
initial measurements, results were collected on both sides of 
the geometrical axis at each axial position to investigate flow 
symmetry in the "measurement plane." However, this practice 
was not continued due to time constraint, difficulty in reaching 
far radial distances, and the finding that profiles looked fairly 
symmetric particularly for positions beyond 15 mm. Laser 
sheet visualization passing through the geometrical axis at sev
eral different orientations also showed good flow symmetry 
in the plane of the laser sheet. Flow reversal (negative mean 
axial velocity) is seen around the centerline at all conditions 
except at z = 15 mm for the low swirl air flow rate case. The 
right margin in these plots is the position of the combustor 

inner side walls. Extrapolating the results, it seems that, in 
some cases, a small negative velocity appears to exist near the 
chamber inner side walls. This is because dilution-flow mean 
axial momentum is not large enough to overcome or influence 
the pressure gradient pattern created by the strong swirling 
flow. Based on the uniform inlet velocity profile assumption, 
a 1.55 mVmin dilution air flow rate can only produce 0.62 
m/s air velocity, while the "medium" swirl air flow rate of 
2.9 mVmin has an slot exit axial air velocity of 29.4 m/s, which 
is much higher-than the 0.62 m/s. 

The two peaks in the mean axial velocity profiles at z = 15 
mm and also the tendency of a twin-peak in that of z = 25 
mm are due to the non-uniform initial flow distribution of the 
jets exiting from the slots (with 30 degree angle) in the swirl 
plate. Because individual jets exiting different slots of the swirl 
plate do not have sufficient time to be fully mixed at lower 
axial locations (that is before z = 15 mm or z = 25 mm) one 
would observe two peaks corresponding to the jets from the 
two adjacent slots (i.e., flow is three-dimensional). Similar 
twin-peak profile can also be seen in tangential velocity plots 
in Fig. 3. However, for the axial velocity the second peaks are 
shifted closer to the centerline compared to the peak locations 
of the tangential velocity profiles. This double-peak structure 
disappears further downstream from the swirl plate as the 
swirling jets from the slots are fully and uniformly mixed (i.e., 
flow is two-dimensional). 

Profiles of the rms of the axial velocity fluctuations in Fig. 
2 reveal that the higher swirl air flow rate has higher peak rms 
value resulting from higher shear stresses. Around (but not at) 
the centerline of the combustion chamber, rms of the axial 
velocity fluctuations has less radial gradient (slope) for the low 
swirl flow rate at axial locations below 90 mm. The rms axial 
velocity profiles also show that the three swirl levels have the 
same fluctuation level at locations close to the chamber side 
walls. They are also equal in magnitude near the centerline for 
axial positions larger than 40 mm and for all the measured 
swirl flow rates. In addition all rms profiles show a local 
minimum at the centerline position. The rms profiles seem to 
peak at about the inflection point of the mean axial velocity 
profiles. This can be clearly seen for medium and high swirl 
flow rates. With low swirl air flow rate, turbulence is almost 
flat in shape for all axial locations. The turbulence level (i.e., 
rms value) in this study is quite large. At higher locations, 
turbulence intensities (i.e., rms/mean ratio) are over 50 percent 
in some cases. 

Tangential mean velocity profiles are shown in Fig. 3. At z 
= 15 mm, all three different swirl flow rates have similar 
profiles with higher swirl flow rate having higher magnitude 
for the tangential velocity. However, starting from z = 25 
mm, mean tangential velocities for the medium and high swirl 
flow cases are different from those of low swirl values. Tan
gential mean velocity profile for the lowest swirl case exhibits 
solid body rotation with zero mean velocity being on the geo
metrical axis of symmetry of the combustor, while medium 
and high swirl flow rate cases have their mean zero velocity 
away from this axis. For the latter two cases, there is a no
ticeable region around the axis in which the mean tangential 
velocity is zero and hence flow goes downward toward the 
nozzle. This phenomenon was also noticed by Vu and Gouldin 
(1982) and Gouldin et al. (1985). Their explanation was that 
since fluid entered the recirculation bubble by turbulent dif
fusion across the bounding streamline and recirculation zone 
was confined to the center of the vortex core, the tangential 
velocity would be very small. However, in the present study 
there is another possibility. It is possible that the swirling air 
velocity in the center of the recirculation zone diminishes be
cause the recirculation zone has an open-upper-end and thus 
air can enter the recirculation zone with no or very little swirl 
velocity. For both closed-upper-end and open-upper-end bub
bles, the swirl velocity within the recirculation zone is expected 
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Fig. 2 Axial velocity profiles at various axial locations. The "high," 
"medium," and "low" swirl refer to swirl flow rates of 3.7, 2.9, and 1.41 
m3/min, respectively. Statistical uncertainties: + / - 3 percent and 
+ 1-7 percent for the mean and rms of velocity fluctuations (before 
LDV velocity biasing correction). 

to be close to zero, since the recirculation zone for the lowest 
swirl is most likely to be a closed-upper-end bubble in shape 
and has a smaller radius, solid body rotation remains valid in 
this case. 

The rms of tangential velocity profiles from Fig. 3 show a 
double-peak character for medium and high swirl flow except 
at z = 90 mm. One peak occurs almost at the chamber cen-
terline and can clearly be seen for z = 15 and z = 25 mm 
cases. This peak seems to occur at about the point where the 
mean tangential velocity just reaches a zero value. But since 
recirculation zone is wider at higher locations, this peak moves 
away from the centerline axis as this zero-mean-tangential-
velocity point moves. There is another peak shown in the rms 
profiles in Fig. 3 easily observed for locations less than 70 mm 
and for medium and high swirl flow rates. This peak seems 
to correlated with the peak tangential velocity, shown in ve
locity profiles at axial locations lower than 70 mm. 

Centerline mean axial and tangential velocity values are plot
ted versus axial positions in Fig. 4(a) and Fig. 4(b). The greater 
initial rate of change in centerline mean axial velocity reveals 
a higher pressure gradient which produces a stronger recir

culation bubble. Extrapolation of these curves to zero mean 
axial velocity indicates that for the medium and high swirl flow 
rates the mean stagnation points are at the same axial position, 
being different than that for the low swirl case. The rms of 
the centerline tangential and axial velocity fluctuations also 
show a steep change for the high swirl flow rate case at lower 
axial locations. The interesting point is that the high gradient 
for the tangential centerline rms velocity as compared with the 
axial one is due to the existence of a near-axis peak with a 
relatively high rms of the tangential velocity fluctuations as 
shown in Fig. 3 and Fig. 4(b). This is believed to be due to 

• the precession of the recirculation zone which has also been 
observed by Heitor and Whitelaw (1986). Also in Fig. 4(b), 
the centerline mean tangential velocity shows a weakly oscil
lating character around the zero value which is similar to the 
helix vortex line suggested by Farokhi et al. (1989). By since 
the values are small, it is not conclusive to determine whether 
a helix vortex line exists or not in this study. 

Figure 5 shows contours for the radial positions of the peak 
and the zero of the mean velocity profiles for both axial and 
tangential components of the velocity vector. Note that at some 
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Fig. 3 Tangential velocity profiles at various axial locations. The "high," 
"medium," and "low" swirl refer to swirl flow rates of 3.7, 2.9, and 1.41 
m3/min, respectively. Statistical uncertainties: + / - 3 percent and 
+ 1-7 percent for the mean and rms of velocity fluctuations (before 
LDV velocity biasing correction). 

axial locations (mainly closer to the swirl plate) two velocity 
peaks are indicated in this figure. They are indicative of the 
two adjacent slot jets from the swirl plate as mentioned before. 
At low axial locations, z = 15 and 25 mm, mean profiles for 
all three swirl values seem to have the same peak mean velocity 
radial locations in Fig. 5(a). This suggests that the slot jet 
directions are unaffected by the flow rate and, consequently, 
the swirl plate is properly designed. At higher axial positions, 
the location of the peak mean axial velocity profile for different 
swirl air flow levels starts to diverge. This indicates different 
slot jet expansion behavior at different swirl flow rate. Note 
that the initial jet momentum increased swirl flow rate. Lowest 
swirl flow rate has the smallest radial position at which the 
peak mean axial velocity occurs, indicating that the swirling 
flow is weakly expanding. This is because of the low angular 
momentum at the swirling flow due to low swirl-to-dilution 
mass flow rates ratio. At medium and high swirl flow rates, 
the peaks of the axial velocity profile continue to expand rap
idly at nearly constant rates (constant slopes of the curves.) 
Looking at the zero mean axial velocity radial positions in Fig. 
5(a), since stronger swirl flow rate causes a greater radial pres

sure gradients, it creates a larger recirculation bubble even 
possible to create an open upper-ended reversed-flow zone. 
With medium and high swirls, diameter of the "reversed-flow 
zone" (at each axial position it is defined as diameter of a 
circular area in which negative mean axial velocity exists) in
creases from z = 15 to z = 90 mm, although the rate of 
increase from z = 70 to z = 90 mm is lower than that from 
z = 40 to z = 70 mm. In the case of low swirl flow rate, there 
is no (mean) recirculation (no negative mean axial velocity) at 
Z = 15 mm and the diameter of the "reversed-flow zone" is 
roughly unchanged from z = 40 to z = 70 mm. It indicates 
that higher than this swirl air flow rate results in a wider 
recirculation zone. The top of this zone is at about z = 90 
mm for this condition. At medium swirl case, the radial size 
of the reversed-flow zone ceases to increase at the last two 
axial positions indicating weakening of the recirculation. At 
the "high" swirl case, the size of this zone increases mono-
tonically even up to z = 90 mm. 

Figures 5(b) shows a possible minimal-change situation for 
the peak velocity locations of the tangential velocity at the low 
swirl air flow rate. Apparently flow does not have sufficient 
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momentum to rapidly spread the swirling jet under this con
dition. Note that profiles for the mean tangential velocity in 
Fig. 3 are much flatter than the axial ones, particularly for the 
low swirl flow rate. The horizontal band around the down-
triangle symbol in Fig. 5(b) is a reflection of this fact. For this 
reason (definitive) descriptive behavior of the peak position 
for this condition is not clear. At the two higher swirl flow 
rates, the swirling flow expands rapidly at lower axial locations 
from z = 25 to z = 70 mm. But at higher locations, z = 70 
to z = 90 mm, the peak locations remain unchanged. The 
zero-velocity-location contour of the tangential velocity shows 
the size of the region within the recirculation zone where the 
tangential velocity is small or close to zero. 

3.2 LDV Bias. The question here is that to what extent, 
if any, results presented and conclusions reached so far are 
changed by LDV biasing. After a short review of the biasing, 
an approach is selected to direct the answer. The subject of 
LDV velocity biasing has been an important issue since 
McLaughlin and Tiederman (1973) predicted that the time-
average of velocities measured by LDV systems was biased 
towards higher velocities in turbulent flows. This is because 
seed particles with higher velocities had higher chance to sweep 
through the LDV measurement volume. This effect has been 
observed experimentally by Quigley and Tiederman (1977), 
Stevenson et al. (1982), Johnson et al. (1983), and Craig and 
Nejad (1985). However, proper weighting factor can be used 
to correct mean and rms of velocity fluctuations. Since the 
average number of realizations per unit time is proportional 
to the magnitude of the mean velocity vector, if one assumes 
uniform seed density and spherical measurement volume, 
McLaughlin and Tiederman (1973) proposed an in verse-ve
locity-vector weighting scheme for velocity biasing correction. 
Due to the difficulties in practical measurements, they sim
plified this correction method to a one-dimensional scheme 
using inverse of the measured velocity component as a weight-
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Fig. 5(a) and (b) Contours of the maximum and zero mean velocity 
locations. Accuracy: + / - 1 mm. (a) For axial component; (b) for tan
gential component. 

ing factor. Although simple, it is only adequate to correct the 
time-average mean and rms of velocities when the other un
measured two components are small compare to the measured 
component or when all velocity components were closely cor
related. However, since there are regions of close-to-zero ve
locity, the inverse weighting of the one velocity component is 
likely to over-correct this velocity component. Other weighting 
methods, such as particle transit-time and particle interarrival 
time weightings were also proposed and used, see Hoesel and 
Rodi (1977), Adams and Eaton (1988) and Petrie et al. (1988), 
Johnson et al. (1983), Edwards and Jensen (1983), and Ed
wards (1987). 

On an extension of the one-dimensional correction method, 
either two-dimensional velocity-inverse weighting function, see 
McLaughlin and Tiederman (1973) and Johnson et al. (1983), 
or inverse velocity vector with an estimated third-component, 
see Nakayama (1985), could be used as good correction meth
ods for low turbulence intensity cases. Where two velocity 
components measured simultaneously, two-dimensional cor
rection is expected to correct biased data up to turbulence 
intensity of 35 percent, see Gould et al. (1989). Although an 
estimated third component could be significant when both of 
the two measured velocity components approach zero, Johnson 
et al. (1983), Petrie et al. (1988) reasoned that the two-dimen
sional scheme was accurate enough since the z-component was 
small in most cases. 

Constant time sampling technique was used by many re
searchers, for example Edwards et al. (1990) and Samimy and 
Langenfeld (1988). This approach is believed to be one of the 
most effective methods even for high turbulence intensity as 
long as the sampling data rate is an order of magnitude less 
than the valid data rate, Gould et al. (1989) and Stevenson et 
al. (1984). However, it requires a large seeding rate and a long 
sampling time which is not always available, and it might still 
be biased when two consecutively sampled bursts are strongly 
correlated, see Adams et al. (1984). 

In this work, we chose to use a simpler method suggested 
by Nakao et al. (1987). In this approach, the acquired data is 
post-processed for biasing correction. They proposed a new 
weighting function based on the shape of the Probability Dis
tribution Function (PDF) of the velocity data. This study 
showed good agreement between theirs and the two-dimen
sional method up to a "corrected" turbulence intensity of 
about 0.6. Their approach assumes a weighting function of 

Wi=[\+(Uen-m/Uer,t
5 
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in which Uen = the mean velocity calculated by the standard 
(unweighted) ensemble average, and U, = the /th velocity re
alization. Extensive comparison was made between corrected 
and uncorrected velocities. Correction was applied only at 
locations where the corrected turbulence intensity was lower 
than 56 percent. In our study, the turbulence intensities are so 
high that only the velocities around the peak are validated for 
this correction procedure. However, since velocity biasing af
fects larger velocities more than the lower ones, this correction 
scheme should provide some improvement in the flow rate 
correlations described in the next section. As an example, after 
correction, the peak mean axial velocity drops by about 16 
percent with little change in the rms velocity values at Z = 40 
mm and for the high-swirl-flow-rate case. The important ob
servation was that the locations of the peak velocity in the 
profiles have remained unchanged. This means that the con
clusions drawn from the trends of the uncorrected data in the 
previous section are still valid. 

An effort was made to use interarrival time correction during 
the process. The correction did not have any effect on the 
mean velocity profiles. Apparently, the data rate was too low 
(approximately 30 to 200 data per second) to validate particle 
interarrival-time weighting scheme, see Edwards and Jensen 
(1983) and Petrie et al. (1988). The particle interarrival-time 
correction is not valid when the mean measurement interarrival 
time per turbulence coherent time (or the velocity persistence 
time, which is defined as time interval in which the velocity 
essentially stays unchanged) scale is less than 0.1. 

3.3 Volume Flow Rate Correlation. Volumetric flow rates 
were calculated from the mean axial velocity profiles by 

U(r)-2irr-dr 

in which U(r) is the mean axial velocity, and rc is the radius 
of the circular area of interest (i.e., radius of the inner com-
bustor walls for the total volumetric flow rate, and radius of 
the reversed-flow zone for the recirculation flow rate. Since 
no measurements were made for the radial positions larger 
than the 80 mm (for most conditions) due to the difficulties 
in reaching these points, all velocities in these regions were 
assumed to be zero. This will cause underestimating the total 
volumetric flow rate at higher axial positions as shown later. 

Comparison between the "calculated" (using LDV results) 
and "directly-measured" (using inlet rotameters and pressure 
gauges) volumetric flow rates are shown in Fig. 6. Best agree
ment seems to occur around 40 to 60 mm (axial) range and 
for medium to high flow rates. The solid symbols in this figure 
show results after velocity biasing correction. It should be clear, 
that this correction brings down the results in Fig. 6. Note that 
turbulence intensities are higher than 60 percent at almost all 
locations and the velocity biasing correction scheme of Nakao 
et al. (1987) becomes invalid. Interpretation of this figure is 
made difficult due to several factors; among them are: (a) 
interacting individual slot jets at lower axial position, (b) As
sumption of angular symmetry for the LDV-calculated flow 
rates, (c) Unmeasured data point beyond radial position of 80 
mm. (d) Possible existence of a secondary reversed-flow region 
beyond 80 mm radial position for medium and high swirl flow 
rates, see Fig. 2. (e) LDV-velocity biasing. 

The LDV-calculated results are lower than the measured 
values at all axial locations when lowest flow rate is used. It 
is possible that the unmeasured small velocity values at the 
radial positions larger than the 80 mm produce such a behavior. 
A simple calculation assuming outside velocity of 0.4 m/s 
(average exit velocity for dilution flow) can change flow rate 
by about 14 X 10 "3 mVs. The trends for the two higher flow 
rates are very similar. At lowest axial positions the imperfect 
flow-field angular symmetry is an important reason for poor 
agreement, see also Farokhi et al. (1989). As individual slot 
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Fig. 6 Total directly measured and LDV-calculated volumetric flow rate 
at different axial positions. Hollow symbol, before velocity biasing cor
rection; solid symbol, after biasing correction; solid horizontal line, di
rectly measured total inlet flow rate. Estimated accuracy: + / - 5 percent. 
Scale for the vertical axis is magnified by a factor of 1000. 

jets mix and produce a more uniform flow field better agree
ments are reached from 40 to 60 mm axial range. This im
portant observation indicates that good angular flow-field 
symmetry and near-complete slot-jet mixing are achieved by 
about 40 mm from the swirl plate used in this study. This was 
also confirmed by laser sheet illumination and results in Fig. 
2. This seems to be a conservative estimate. Hence, if the results 
at this position (i.e., 40 mm) are selected to judge the "im
provement" brought about by biasing correction approach 
used here, it is seen that results are improved only at the highest 
swirl flow rate while no or small change occurs for the medium 
flow rate condition. Lower LDV-calculated values at the high
est axial positions are believed to be due to unmeasured axial 
velocity beyond the radial position of about 80 mm. Finally, 
oscillatory flow pattern behavior can contribute to the disa
greement. This was indicated by Samimy et al. (1988) who 
found strong flow oscillations in their dump combustor with 
swirling air. Flow visualization with laser sheet showed very 
weak flow oscillations in our chamber. The size and shape of 
the recirculation zone with its high turbulence is crucial to 
flame stability and performance of the swirl-stabilized com-
bustors. In previous works of swirling flows, both free and 
confined, it was demonstrated that the fraction of the mass 
recirculated correlates with swirl number, see Gupta et al. 
(1984). This correlation was also demonstrated with combus
tion for the average and maximum value of recirculated flow 
by Khalil et al. (1977). In our study, effects of swirl flow rate 
instead of swirl number was investigated. This was mainly to 
understand the effects of flow rate on spray flame stability for 
the most stable swirl plate design in Fig. 1, see Chehroudi and 
Ghaffarpour (1991), (1992), (1993). The swirl number for the 
swirl plate design used here can be shown to be proportional 
to the tangent of the slot angles with respect to the vertical 
axis, see Gupta et al. (1984), and hence is reasonably justified 
to be "nominally" constant although some degree of variation 
is expected. The percentages of the total flow that is recircu
lated (or reversed) are shown at different axial locations in 
Fig. 7(a). The general behavior for this type of plot is a rise 
to an axial position with maximum recirculated flow and a 
decline to a location where mean reversed flow ceases to exist. 
Figure 7(a) indicates that as swirl flow rate increases the length 
of the recirculated region increases while its onset position 
remains roughly constant (on the average). Figure 1(b) shows 
plots of the percent of the total flow that is reversed at any 
axial position as a function of the local reversed-flow zone 
area. The local reversed-flow zone area is the area of the circle 
within which negative mean axial velocity exists. In Fig. 1(b), 
except the last point for the "medium" flow rate case, the 
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percent recirculated flow seems to correlate (linearly) and scale 
with the recirculated area. This in turn indicates that the cross-
sectional averaged reversed-flow axial velocity is a linear func
tion of the total flow rate. In other words, for a given total 
input flow rate, this cross-sectional averaged recirculated ve
locity is the same at all the measured axial positions. This result 
cannot be generalized as sufficient data is not available for the 
entire recirculated flow zone and/or for other geometrical vari
ables. 

4 Conclusions 
Present work investigated a highly turbulent confined swirl

ing flow near a swirl plate (similar to a type used in some 
applications) in a cylindrical swirl-stabilized combustor under 
isothermal condition. Central recirculation zone is observed 
in all cases that have been studied. Results for three different 
"swirl flow rates" at a constant nominal swirl number show 
that the size of the recirculation zone strongly depends on the 
swirl strength (swirl air flow rate). Stronger swirl air flow rate 
increases both the radial extent and the axial length of the 
recirculation zone. Also, high swirl flow rate generates high 
maximum negative axial velocity and high maximum positive 
axial and tangential velocity components. In our setup and up 
to the axial positions measured, the recirculated flow rate as 
a percent of the total flow rate (calculated based on the LDV-
measured axial velocity) seems to be linearly proportional to 
the reversed-flow zone area, independent of the swirl air flow 
rate at the fixed nominal swirl number value used in this study. 

Very close to the swirl plate (about less than 25 mm), the 
swirling flow generated by the plate is highly nonuniform with 

neighboring slot jets exhibiting their individual structures. At 
about 40 mm the slot jets from the swirl plate are fully mixed. 

As swirl air flow rate is increased, the rms of axial and 
tangential velocity fluctuations increase monotonically at al
most all radial positions except sufficiently away from the fuel 
nozzle and near the chamber axis, and for positions approach
ing the chamber inner walls. 

Solid body rotation near the chamber axis is only valid for 
the lowest swirl air flow rate. As swirl becomes stronger, air 
within the recirculation zone assumes a near-zero tangential 
velocity possibly because the recirculation bubble becomes 
open-ended and air enters the bubble from far downstream in 
the combustion chamber and/or because swirl velocity can only 
be transferred into the recirculation zone by turbulent diffu
sion. 

Velocity biasing effect is found to be important at the highest 
flow rate for this high-turbulence-intensity flow. A simple ve
locity biasing correction scheme developed by Nakao et al. 
(1987) is shown to be marginally useful for the flow reported 
in this paper. 

Data Bank Contribution 
The data files provided on a disk contain information on 

radial profiles of the Mean and RMS of the axial and tangential 
components of the velocity vector measured at six axial po
sitions from the nozzle (Z = 15, 25, 40, 55, 70, and 90 mm) 
and for three different swirl flow rates. 
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A Simple Method for Estimating 
Velocity Distributions in 
Swirling Flows 
We describe the important structural features of swirling recirculating flows induced 
by a rotating boundary. A knowledge of this structure has allowed us to match the 
core flow to the boundary layer using a momentum-integral technique. In particular, 
we derive a single integro-differential equation, valid for any shape of container, 
which predicts the distribution of swirl, secondary recirculation, and wall shear 
stress. This momentum-integral approach has been applied to three cases: flow 
between parallel disks; flow in a cone; and flow in a hemisphere. The results compare 
favorably with published experimental data, and with computed numerical results. 
Our momentum-integral approach complements numerical solution methods. For 
simple geometries all the important information can, in principle, be derived using 
the momentum-integral approach, and this is particularly useful for establishing the 
scaling laws. In more complex geometries a numerical approach may be more ap
propriate. However, even in such cases, the scaling laws derived using the momentum-
integral analysis are still useful as they allow extrapolation of a single computation 
to a wide range of high Reynolds number flows. 

1 Introduction 
In this paper we consider swirling, recirculating flow induced 

in an axisymmetric container by rotation of one of the walls. 
The container may be of any shape, (e.g., cylindrical, conical, 
spherical) and the flow is considered to be turbulent. Such 
flows are important in a number of engineering devices where 
rotating surfaces are used to create recirculation. One example 
of this is the rotating-disk-contactor (RDC) shown in Fig. 1. 
In this device Ekman layers form on rapidly rotating disks, 
where the fluid gains energy, and on the stator disks where 
energy is dissipated. The intense shearing action in the Ekman 
layers provides thorough mixing of the two phases and there
fore an efficient extraction process. 

In recent years, momentum-integral methods have been some 
what displaced by more general computational techniques. The 
ubiquitous k-e turbulence model, in conjunction with wall 
functions and finite difference algorithms, offers the possibility 
of simulating turbulent flows in relatively complex geometries. 
However, for simple geometries, momentum-integral methods 
can often provide a useful insight into the flow. In this paper, 
we discuss the structure of swirling recirculating flow, and use 
the momentum-integral technique to establish the scaling laws 
for the flow and to provide engineering estimates of the velocity 
field. 

The essential nature of an enclosed, swirling flow is perhaps 
best illustrated by reference to the textbook problem of "spin-
down" of a stirred cup of tea. The main body of fluid is 
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essentially in a state of inviscid rotation. The centrifugal force 
is balanced by a radial pressure gradient. This pressure gradient 
is imposed throughout the boundary layer on the bottom of 
the cup. In the boundary layer, however, the fluid rotates less 
rapidly than in the core and so there is a local imbalance 

| Light liquid 
I'l outlet 

Heavy liquid_ 
inlet 

Light liquid-
inlet 

Ekman layers 

' 'J Heavy liquid 
1 outlet 

Fig. 1 Formation of Ekman layers in a rotating disk contactor 
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Fig. 2 Energy transfer to and from the fluid due to Ekman-layers 

between the imposed pressure gradient and the centripetal ac
celeration. The result is a radial inflow with the fluid drifting 
up and out of the (Ekman) boundary layer. As each element 
of fluid passes through the Ekman layer, it loses a significant 
fraction of its kinetic energy. The tea finally comes to rest 
when all the contents of the cup have been flushed through 
the boundary layer at the base of the cup. 

Spin-down is, of course, an unsteady flow. However, many 
of these features also manifest themselves in forced steady 
flows with swirl. Here Ekman layers act as a source of dissi
pation, destroying the kinetic energy imparted to the fluid by 
the external forcing (see Davidson, 1992). In cases where the 
flow is driven by rotation of one or more boundary, Ekman 
layers can both generate and dissipate kinetic energy. If the 
wall rotates faster than the fluid, then the fluid is centrifuged 
radially outward, picking up energy in the process. Conversely 
if the wall is stationary and the fluid rotates, a radial inflow 
is created with the fluid losing energy as it passes through the 
boundary layer (see Fig. 2). 

The flows above are characterized by the presence of high 
speed wall-jets within the Ekman layers. Typically, these jets 
entrain and detrain fluid at such a rate that the entire body of 
fluid is flushed through the narrow boundary layers (Davidson, 
1992 and Davidson, 1993). The continual recycling of fluid 
through all the wall jet ensures that the structure of the entire 
flow field is controlled by the dynamics of these narrow sub 
domains. If one wishes to compute such a flow, then it is 
essential that these wall jets are well resolved. This can make 
the numerical simulation of such flows somewhat troublesome. 

(Wall functions, which are generally used to resolve turbulent 
boundary layers, cannot be produced to describe wall jets.) 
On the other hand, such flows are particularly well suited to 
momentum-integral techniques, where the wall jets and core 
flow are modeled separately and the solutions matched. In
deed, Karman first developed the momentum-integral method 
to analyze flow over a rotating disk. 

Momentum-integral techniques have already been applied 
to swirling flows in a number of specific configurations. Flow 
over a single disk, or between two disks rotating at different 
speeds are examples (Greenspan, 1968; Karman, 1921, 
Schlichting, 1979, and Daily and Nece, 1960). Here we build 
on the earlier work and produce a particularly simple for
mulation suitable for axisymmetric containers of arbitrary 
shape. We start in Section 2 by describing the overall structure 
of these flows, establishing the relationship between the in-
viscid core flow and the Ekman layers which bound it. In 
Section 3, we develop a particularly simple form of the mo
mentum-integral method suitable for swirling turbulent flows. 
This furnishes a single integro-differential equation, valid for 
any shape of container from which the distribution of swirl, 
recirculation and wall stress can be calculated. In Section 4 
this equation is solved for flow between parallel disks. The 
predictions are compared with numerical simulations using a 
k-e turbulence model and published experimental data. In Sec
tion 5, we look at the case of flow in a cone, again comparing 
theoretical results with the results of numerical simulations. 
Finally, in Section 6, we apply the analysis to flow in a hem
isphere. 

2 General Structure of the Core Flow 
Consider the flow shown in Fig. 3. Fluid is held in a closed 

container and swirl is induced by rotation of the top surface. 
The Reynolds number is assumed to be high and the flow may 
be either laminar or turbulent. Consider first a laminar flow. 
Using cylindrical polar coordinate (r, 6, z), the equations of 
motion for the recirculation is, 

DUr, r2„ 
Dt - V ^ + 7 - M - * V > , (1) 

where up is the poloidal velocity (ur, 0, uz) and T is the angular 
momentum, u$r. The corresponding transport equations for 
angular momentum and azimuthal vorticity are, 

—-=W2T 
Dt (2) 

(3) 

Nomenclature 

p = density 
v = kinematic viscosity 
p = pressure 
Up = poloidal velocity vector 
ur = radial velocity 
ue = swirl velocity 
uz = axial velocity 
Us = characteristic curvilinear ve

locity 
dr = characteristic radial velocity 
T = angular momentum Ugr 

Tc = core angular momentum 
rw = angular momentum of fluid 

in contact with lid 
\1> = streamfunction 

Xi. 
«1 

0 

A 
5 
Q 

Xi 

x-l 
«8 
T 

Q = 

cone angle 
azimuthal shear stress on 
stationary walls 
azimuthal shear stress on the 
rotating surface 
radial shear stress 
core angular velocity Tc/Qr2 

boundary layer thickness 
volume flow rate 
shape functions 
friction coefficients 
vorticity 
driving torque on the rotat
ing surface 
angular velocity of the rotat
ing surface 

Re = Reynolds number QR2/v 
x = vector tangential to a 

streamline 
R = outer radius 
z = axial coordinate 
r = radial coordinate 
6 = azimuthal coordinate 
s = curvilinear coordinate 
n = normal curvilinear coordi

nate 
t = tangential curvilinear coordi

nate 
zs = axial coordinate 
rs = radial coordinate 
er = radial unit vector 
e„ = azimuthal unit vector 
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(a) (b) i 

Fig. 3 Flow Geometry: (a) general flow pattern; (b) coordinate system 

where, the Laplace-like operators V2 and v | are defined as, 

Vf = 
dz2 + rdr r dr v2- dz2 + r3 dr dr 

The recirculation, up can be written in terms of the Stoke's 
streamfunction i/<, 

u p = V X [ ( ^ A ) e , ] , v fy =-/•&><( 

so that the instantaneous velocity field is uniquely determined 
by the two scalars T and \j/, or equivalently T and wg. 

Now intuitively, we expect the flow-field to be as shown in 
Fig. 3(a). Fluid is sucked up into the top Ekman layer, where 
it is centrifuged radially outward, picking up energy in the 
process. This energy is then lost in the side-wall boundary layer. 
We may therefore expect the magnitude of the recirculation 
to be controlled by Ekman pumping. If this is so, then con
tinuity requires that in the core I np I « Ug, and consequently 
Eq. (3) demands that T is independent of z (to the appropriate 
order). This is reminiscent of the Taylor-Proudman theorem. 
Although substantially correct, this argument requires some 
formal justification. We shall follow the arguments given by 
Davidson (1993). 
If we integrate (1) along a closed streamline, s, then we obtain, 

dr+v V2up.rfx = 0 (4) 

The two terms in this equation represent the rate of gen
eration and dissipation of the energy associated with the re
circulation. There are only three ways of satisfying (4) in the 
high Reynolds number limit. First, T could be constant along 
a streamline, to order v. In this case slow (Batchelor) diffusion 
between streamlines will eventually reduce such subdomains 
to regions where V and ug/r are uniform (see Batchelor, 1956; 
Davidson and Hunt, 1987; and Davidson, 1993). However, 
such a structure cannot exist when the axis of symmetry is 
included in the flow field. The other two options are: 

(a) T is independent of z throughout the core, to order v, 
(b) every streamline passes through a boundary layer, 8, 

where gradients in up scale as vxn. 
In fact, it is readily shown that both (a) and ib) must hold 

true. For example, suppose the flow satisfies (a). Then Eq. (2) 
applied to the core gives us up = uz (r)ez, so that every stream
line passes out of the core and into the Ekman layers. This 
then ensures that (b) also holds true. Conversely, suppose that 
the flow satisfies (b). Then continuity requires that up in the 
core is of order 5fi. The left-hand side of Eq. (3) is then of 
order 52Q2/R3, requiring that axial gradients in T throughout 
the core are of order T82/R3. We therefore conclude that the 
core flow satisfies, 

Tc = Tc(r) + 0[(8/R)2] (5) 

up = «z(/-)e2 (6) 

These two equations define the state of the core flow. The 
same arguments may also be applied to a turbulent flow, where 
v is replaced by an eddy viscosity. 

3 Momentum-Integral Analysis 
In the rest of this paper we shall restrict ourselves to turbulent 

boundary layers, largely because most flows encountered in 
engineering are turbulent. The analysis could be readily adapted 
to laminar flows. In addition to the cylindrical coordinates r, 
z, it is convenient to introduce curvilinear coordinates 5 and 
n to define a point relative to the wall (see Fig. 3). The normal 
and tangential vectors are n and t, and </> defines the local 
angle of inclination of the surface. We shall let Tc(r) represent 
the core angular momentum, and Tw = fir2 be the angular 
momentum of the fluid in contract with the lid. 

If we integrate (2) across the Ekman layer on the side wall 
we obtain the momentum-integral equations, 

d_ 

ds 
r,\ [Tc-T]usdn 

2ir ds 
Tg (7) 

Here us is the tangential velocity in the boundary layer, rg 
is the wall shear stress and q is the volumetric mass flux in 
the boundary layer, 

18 

usdn (8) 
n 

The equivalent equation for the boundary layer on the lid 
is, 

d_ 

dr 
Tc]Urdz -f + r \ urfz 

dYc 

dr 

r2r't 

where TJ is the surface shear stress on the lid. Now Eq. (6) 
implies that at a given radius, the mass flux through the top 
and side boundary layers must be the same. It follows that we 
may rewrite the equation above as, 

d_ 

dr 
Tc]u,dz 

2ir dr ' 
(9) 

Next we substitute for re and r g using the well-known seventh 
power law fit to the law of the wall (see Schlichting, 1979). 
This relates the wall shear stress, r, to the local slip velocity, 
u, by the relationship, T = 0.0225 pu2(p/u8)l/A. This gives, 

r V p = Kir?; r2T;/p = K 2 ( r„ , - r c ) 2 

where KI and «2 are friction coefficients given by, 

/C! = 0 .0225[r c5/^]- 1 / 4 (10) 

K2 = 0.0255[(r\v-r c)5/i ' / r1 / 4 (11) 

In addition, it is convenient to introduce the shape functions 
for the side and top Ekman layers, xi and xi defined by, 

Q 
(rc-r)K/&i=xirc — 

2vr. 

(T-Tc)u^z = X2(Tw-Tc) 
lirr 

We shall treat xi and xi as independent of s. We may estimate 
their magnitudes by assuming the velocity profiles in the Ek
man layers follow the seventh power law. 

Following Karman (1921), we assume, 

r v r c = (77/S)1/7; us = us(n/8)yl[\-{n/8)} 

at the side wall, and 

(r„,-r)/(rvv-rc)=(«/5)1/7, «,=»r(«/5)1/7[i-(«/5)] 
for the top boundary layer. (Here u is a characteristic velocity.) 
It follows that xi = X2 = 1/6 and so the two momentum-
integral equations reduce to, 

\d_ 

6dr 

q_ 
27T 

q dTc ds 
^ V = « i r ^ 2ir dr drs 

(12) 
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\d_ 
6dr (rw-rc) 2TT 

JL*£°-K(V TM2 

lit dr 
(13) 

Provided we can evaluate 5, and hence find the coefficients 
K\ and K2, we have two equations in two unknowns, Tc(r) and 
q(r). Now the coefficients, «t and /c2, will typically vary as r~[M. 
However this variation is much less marked than the depend
ence of T2 on r ( r 2 ~ r4), which is the parameter they multiply. 
Consequently we shall evaluate K, and K2 at the outer radius 
(/• = R) and treat the friction coefficients as constant. This is 
a relatively crude approximately, but is not inconsistent with 
the errors associated with treating xi and x2 as constant. The 
next step is to integrate (12), giving an explicit expression for 
q. We can thus eliminate the mass flux from (13) to give an 
integro-differential equation for Tc(r). The result is, 

I* 1 T- 4 ^ dr (14) ir = 6Kl1 
dr, 

7- [r?r„] 
dr 

where. 

di 
drs 

•dr-- -rf(rw 

«2_ 

- r c ) 

[ rc 1 
r -r 

drs 

1/4 

r = R 

[Tw-Tcf (15) 

(16) 

For a given shape of container s(rs) we can integrate (15) 
to give the core angular momentum distribution Tc(r). Equa
tion (14) then gives the boundary layer mass flux while the 
driving torque applied to the top surface is, 

r=27rpK2 [T„ -Tfdr (17) 

Consequently, we have a simple system of equations which 
completely describe the flow in an arbitrary geometry. 

It only remains to evaluate <5 and hence the friction coef
ficient K2. This is furnished by the radial momentum-integral 
equation for the top surface. 

d_ 

dr 
\ ifidz =\\ IT 
J0 r J0 

•T2]dz 
P 

Following Karman (1921), we take 

Tr = -
(Tw-Fc)/r 

In addition, we can evaluate the integrals in the momentum 
equation using the shape functions for T and ur invoked earlier. 
The result is the differential equation, 

d_ 
dr 

V 
rh 

5(rlv-rc)(src+rw) 
44.7r2 

1.73K2 
g (r,„-rc) 

2irr 8 
(18) 

Given the radial variations of q and Tc, this equation allows 
5 and hence K2 to be evaluated. Equations (14) to (18) give a 
complete description of the problem. We now look at three 
different cases of increasing complexity: flow between parallel 
disks; flow in a cone; and flow in a hemisphere. 

4 Flow Between Parallel Disks 
If we take ds/drs = - 1, then our system of equations de

scribe flow between two parallel, enclosed disks where the gap 
between the disks is much less than the disk radius. This simple 
geometry has been extensively studied in the past (see, Green

span, 1968, Schlichting, 1979; and Daily and Nece, 1960). 
Previous momentum-integral analyses have either assumed a 
value for Yc, or else deduced it using a scheme specific to the 
geometry. (For example, Schlichting, 1979 and Daily and Nece, 
1960.) Here our analysis is quite general. Equation (15) is 
satisfied by the rigid-body rotation expression. 

- ^ = 0.345 
Qr2 (19) 

It follows from (14) and (17) that the boundary layer mass 
flux and drive torque are given by, 

2irr 

pQ2R5 

0.347K2Qr2 

-- 0.539K, 

It only remains to evaluate the friction coefficient K2. This 
is furnished by substituting for q and Tc in Eq. (18). The result 
is, 

K2 = 0.0396 
UR2 

= 0.0396 Re ' 

where Re is the Reynolds number based on the maximum fluid 
velocity. Eliminating K2 from the expressions above gives, 

— = 0.0137fir2Re~1/5 

2-nr 

= 0.0214 Re" 
pQ2R$ 

(20) 

(21) 

We might compare our predictions with the experimental 
data of Daily and Nece (1960). They found some variation 
with gap size, but typically, 

^ 5 = 0.41-0.46 
Qr2 

—2—5 = (0.020-0.022).Re~1/5 

pil R 
Our theory appears to underestimate the core rotation rate 

by 15-25 percent, although the prediction of the drive torque 
corresponds closely to the measurements. Schlichting (1979) 
also reports measurements of the torque, and these are best 
approximated by the expression, 

PU2R5 = 0.020 Re -1/5 

Again there is a reasonable correspondence with predictions. 
For this and other geometries we have performed numerical 

simulations of the flow. We have used a standard version of 
the fluid flow modeling code FLUENT. This code divides the 
flow domain into cells, integrates the Navier-Stokes equations 
over each cell and represents the resulting equations using finite 
differences. The discretization uses a second order accurate 
quadratic upwind scheme for convection terms and the usual 
second order finite difference approximation for the diffusion 
term. The SIMPLE algorithm is used to find a steady flow 
solution in terms of the primitive variables. The discretization 
and solution algorithm are well documented and can be found 
in, for example, Pantanker (1980). The turbulence is modeled 
using the standard k-e method where transport equations for 
the turbulent kinetic energy k and dissipation e are solved in 
addition to the momentum equations. An "effective viscosity" 
can then be found from k and e. Details of the particular 
implementation of the k-e model used in the code are given 
by Rodi (1984). At the solid boundaries the shear stress is 
modeled using wall functions. In essence, this relates the slip 
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velocity near the wall to the wall shear using the universal log-
law of the wall. This is also discussed in detail by Rodi (1984). 

To demonstrate the accuracy of the computational models 
we have used two grids, 40 x 56 and 79 x 111, to compute 
the flow. An aspect ratio of 0.1 (gap to radius) was used and 
the other parameters were (J = 10 rad/s, R = 0.364 m, v = 
0.9 X 10"6 m2/s, and p = 103 kg/m3. The shape of the re
circulation is shown in Fig. 4, where the role of Ekman pump
ing is evident. The computed values of u9 midway between the 
disks are also shown in Fig. 4, where they are compared with 
the theoretical prediction (19). The computational results show 
a small radial variation in the angular velocity in the core. To 
compare the results of the momentum-integral analysis with 
the computations, we took the value of the angular velocity 
midway between the disks and at a radial location r — 0.8 x 
R. The computed values of T/Slr2, T/pQ2R5 and maximum 
boundary layer mass flux q/2-wR are shown in Table 1 along 
side our theoretical predictions. There is a good correspond
ence between the two. Note that, doubling the grid size in both 
directions effected the computed core rotation by 2.2 percent, 
the torque by 2.8 percent, and the boundary layer mass flux 
by 5.9 percent. The momentum-integral analysis appears to 
underestimate the computed core rotation rate by 21 percent 
but predicts the torque and boundary layer mass flux well. The 
computed core rotation and torque are in good agreement with 
the experimental results. 

t ' fmr tMHB 
Fig. 4(a) 

5 Flow in a Cone 
We now consider flow in a cone, with a half angle of ir/2 

- cj>. Equation (15) is again satisfied by the rigid-body rotation 
expression, 

rc . 
fir2 (22) 

Here A is a constant which is determined by the algebraic 
equation, 

7 cos 0 
" l -A~ 

A 

7/4 

- 5 
1-A" 

A - 1 2 = 0 (23) 

Values of A range from 0.345, for </> = 0 deg, to 0, for 4> 
= 90 deg. Expressions (14) and (17) then give the boundary 
layer mass flux and drive torque as, 

q 
2irr 

pQ2Rs 

6/qAOr2 

7 cos </> 

= — (1-A) 2 

As before, we can evaluate the friction coefficients by sub
stituting for q and Tc into Eq. (18). This gives, 

K2 = 0.0267[1 + 1,4A]/(A)Re~ 

where, 

/ ( A ) = ; 
(1 + 8A)1 

(1 -0.365A)1/10(1 - A)2/5(l + 1.4A)4/5 

The function/ (A) differs from unity by at most, 0.5 percent. 
In view of the other approximations it is reasonable to take 
/ ( A ) = 1. In this case the boundary layer mass flux and drive 
torque are given by, 

- ^ - = 0.0320(1 - A)2fir2 Re"1 / 5 

2irr 
(24) 

^ F = ° - 0 3 3 6 ( 1 A)2(l + 1.4A)Re" (25) 

Expressions (22) to (25) give a complete description of the 
flow. Consider by way of illustration the two cases of <j> = 30 
deg and 4> = 70 deg. These correspond to cone half-angles of 
60 and 20 deg, respectively. Our theory predicts: 

r, 
—^ = 0.320 
fir2 

— = 0.0148fir2Re~1/5 

2nr 

— 5 - ^ = 0.0225 Re"" 5 

for the 60 deg cone, and for the 20 deg cone, 

E 
Fig. Mb) 

Fig. 4 Finite difference solutions for the flow between parallel disks 
(a) streamfunction; (b) computed and theoretical core rotation u„ 

—^ = 0.177 
Or2 

— = 0.0217fir2Re"1/5 

2wr 

Table 1 Comparison between the analysis, computations, and experimental results for the rotating disk 
problem (Re = 1.47 X 106) 

Experimental 
results 

Rotating 
disks 

Momentum-Integral 
analysis 

Numerical 
computations 
40x56 79x111 

TJQr1 0.345 
1.25X10"3 

1.06X1Q-3 

0.429 0.438 0.41-0.46 
1.20X10"3 1.16X10"3 1.17-1.29x10^ 
1.09X1Q-" 1.03 x1b"3 _ j = q/2irR 
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ug = constant 

Fig. 5(/» 

Fig. 5(c) 

Fig. 5 Finite difference solutions for the flow in a 60 deg cone: (a) 
streamfunction; (to) contours of constant u„; (c) computed and theoretical 
core rotation u, at the mid-height 

—j-5 = 0.0284 Re"1/5 

pQ2R5 

We have computed these flows using the finite difference 
code described in the previous section. Grids of 119 X 58 and 
77 x 107 were used for the 20 and 60 deg cones, respectively. 
The values of fi, R, c, and p are the same as those specified 
in Section 4. The results are shown in Figs. 5 and 6. Each 
figure shows the streamfunction for the recirculation, the con
tours of constant ug, and a comparison of the computed and 
predicted core velocity at the mid-height of the cone. 

It is clear from the streamfunction contours that all of the 
streamlines do pass through the boundary layers. Moreover, 
the contours of Ug show that Tc is virtually independent of z, 
as predicted. As before core rotation rate does vary slightly 
with radius so comparisons between theory and computations 
are made at r = 0.8 X R and at the mid-height of the cone. 

The computed values of rc/fir
2 and T/pQ2R5 are compared 

with those calculated using the momentum-integral analysis in 
Table 2. As before, the momentum-integral analysis tends to 

Ug = constant 

Fig. 6(a) Fig. 6(b) 

o 

n 

o 

UR 
0 

O 

o _ 
0 

o 

Computed jS 

yS ^ " " 

yS ^ - ^ Theoretical 

j ^ ^ " Prediction 

i i i i 

6 

R-
Fig. 6(c) 

Fig. 6 Finite difference solutions for the flow in a 20 deg cone: (a) 
streamfunction; (b) contours of constant u9; (c) computed and theoretical 
core rotation u, at the mid-height 

underpredict the core rotation rate, this time by 23 percent for 
the 60 deg cone and 34 percent for the 20 deg cone. The 
dimensionless torque, T/pQ?R5, is again predicted reasonably 
well. 

In order to examine the scaling of T/pU2R5 with Reynolds 
number, we have repeated the computations for the 60 deg 
cone at n = 50 rad/s. The computed values are given in Table 
2. We find that T/pQ2Rs oc Re-

6-2C~ 
with the predicted scaling. 

, which is in good agreement 

6 Flow Induced in a Hemisphere 
As our third illustration of the analysis, we consider flow 

induced in a hemispherical container with a rotating lid. Here 
we make an additional simplification in the theory. Equation 
(16) gives K2/K\ in terms of Tc/Qr2 evaluated at/- = R. However, 
in our numerical computations we have found that the angular 
velocity is relatively uniform so we can take, 

r. ^2-
K l 1 w -I c 
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Table 2 Comparison between the analysis and computations for the cone problems (Re 
= 1.47 X 106 and Re = 7.35 X 10° for lid rotation of 10 rad/s and 50 rad/s, respectively) 

Cone 

60 deg 10 rad/s 

60 deg 50 rad/s 

20 deg 10 rad/s 

Dimensionless 
parameter 

Tc/Qr2 

T/pQ2Rs 

Tc/Qr2 

T/pQ2R5 

TJtir2 

T/pQ2R5 

Momentum-
analysis 

0.320 
1.31x10"' 

0.320 
0.950x10" ' 

0.177 
1.66x10"' 

ntegral Numerical . 
computations 

0.418 
1.13x10"' 

0.358 
0.810x10" ' 

0.270 
1.48x10"' 

Fig. 7(c) 

Fig. 7 Finite difference solutions for the flow in a hemisphere (a) 
streamfunction; (to) contours of constant u,; (c) computed and theoretical 
core rotatoin u, at z = fl/2 

with little loss of accuracy. Introducing the dimensionless core 
angular velocity, A(r), defined by, 

A(r)=rc(/-)/0r2 

Equation (15) becomes, 

1 d 
4 [ A V 2 ] f A"V 8 ^ r f r= -A( l drl JJ0 drs 

- A ) ^ + ( l - A ) 2 

dr. 1-An 

1/4 

(26) 

where A0 is A(0). Noting that 
ds - 1 
dr. V i-(/•//? r 

i 

Fig. 8(a) 

it is readily confirmed that the power series solution of (26) is 

u$ = constant 

Fig. 8(b) 

' Fig. 8 Finite difference solutions for the flow between concentric hem
ispheres: (a) streamfunction; (to) contours of constant u„ 

A = 0.345[l-0.723(/-/fl)2+1.515(/-/iO4) + . . .] (27) 
Figure 7 shows the finite difference calculation of this flow 

using a 119 x 58 grid. Again the same values have been taken 
for 0, JR, and v. As for the conical geometry, all of the stream
lines pass through the boundary layers, and Tc is virtually 
independent of z. Figure 7 shows a comparison of the computed 
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theoretical values of ue at z = R/2. We see that there is very 
good agreement in the range where the expansion is valid. 

Finally, we note that the arguments of Section 2 were entirely 
general, so that we would expect the core of any contained 
swirling flow to satisfy (5) and (6). This certainly seems to be 
the case for the three geometries considered so far. To further 
test this hypothesis we have computed the flow between con
centric hemispheres where a radial lid is attached to the rotating 
inner hemisphere. Here the inner hemisphere rotates at 10 rad/ 
s. The physical properties of the fluid and outer radius are as 
for the previous problems. The streamfunction and contours 
of constant ue are shown in Fig. 8. Again we see the same flow 
structure. In the core the streamlines and contours of constant 
ue are parallel to the axis. In addition, wall jets form on both 
the rotating and stationary surfaces. However the stream func
tion contours show some variation with axial location, perhaps 
due to shear stress away from the boundaries near the region 
where the rotating surface is axial. 

7 Discussion 
For certain geometries and Reynolds numbers, multiple eddy 

structures could appear in the core. Our technique is not valid 
in such cases. However, when only one eddy forms, we have 
developed a comprehensive picture of the flow. Away from 
the boundaries, the flow exhibits no axial variation in angular 
momentum. This results in streamlines that are parallel to the 
axis. Near the boundaries, wall jets form which entrain or 
detrain fluid from the core. The result is that all the fluid is 
flushed through these narrow wall regions. This is evident in 
the numerical solutions which show all streamlines passing 
through the boundary layers. 

These rather general features of the flow allows us to apply 
a momentum-integral technique. We have derived a single in-
tegro-differential equation, valid for any shape of container, 
and used this to predict the flow in several geometries. Unlike 
previous applications of the momentum-integral approach, our 
method determines the core flow through the explicit matching 
with the boundary layer. This momentum-integral analysis is 
seen to provide a reasonable prediction the core rotation rate 
and torque on the rotating boundaries. 

A knowledge of this flow structure is useful even when the 
flow is to be computed numerically. In particular, it highlights 

the need for a refined mesh in regions where a wall jet forms. 
As the Reynolds number increases these wall jets become more 
intense and narrow, and so require a corresponding increase 
in grid resolution. 

These two methods of solution therefore complement each 
other. For simple geometries all the important formation can 
(in principle) be derived using the momentum-integral ap
proach. For more complicated geometries, which are best ana
lyzed numerically, a prior understanding of the flow structure 
provides guidance for constructing a first mesh. Moreover, the 
scaling derived using the momentum-integral analysis is gen
eral, and thus allows the results of a single computation to be 
applied at different values of the Reynolds number. In par
ticular, it offers the possibility of extrapolating the results to 
very high Reynolds number problems which are more difficult 
to compute numerically. 
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A Numerical Study of 
Confined Turbulent Jets 
A numerical investigation is reported of turbulent incompressible jets confined in 
two ducts, one cylindrical and the other conical with a 5 deg divergence. In each 
case, three Craya-Curtet numbers are considered which correspond, respectively, to 
flow situations with no, moderate, and strong recirculation. Turbulence closure is 
achieved by using the K-e model and a recently proposed realizable Reynolds stress 
algebraic equation model. Calculations are carried out with a finite-volume pro
cedure. Second-order accurate differencing schemes and sufficiently fine grids are 
used to ensure numerical accuracy. The calculated results are compared with ex
perimental data. It is shown that the numerical methods presented are capable of 
capturing the essential flow features observed in the experiments and that the re
alizable Reynolds stress algebraic equation model performs better than the K-e model 
for this class of flows. 

1 Introduction 
This paper is concerned with numerical computations of 

confined turbulent jets. The general features of the flow con
sidered are sketched in Fig. 1. At the entrance, two uniform 
flows, a jet of high velocity and an ambient stream of low 
velocity, are discharged into the duct. Due to turbulent en-
trainment, the jet increases its mass flux while spreading and 
this causes an equal decrease in the mass flux of the ambient 
stream. An adverse pressure gradient is thus set up by the 
decrease in the velocity of the ambient stream which can be 
considered as an in viscid flow. When the ratio of jet to ambient 
velocities at the entrance is above a critical value and the jet 
to duct diameter ratio is small, a recirculation zone occurs at 
the duct wall downstream of the inlet plane. These features 
are common to many flows involving two streams of different 
velocities in industrial apparatus, in particular, in combustion 
chambers. Therefore, the understanding of confined jet flows 
is of great practical importance to the design of such devices. 

Numerical calculations of confined jets have been reported 
by Gosman et al. (1979), Jones and Marquis (1985) and Zhu 
(1986). In these calculations, turbulence effects were repre
sented either by the K-e model or by second-moment closures. 
The success of numerical methods depends, to a large extent, 
on the performance of the turbulence model used. These nu
merical studies showed that the calculations with the K-e model 
could reproduce some basic flow characteristics observed in 
the experiments in general, but large discrepancies were present 
in detail. The discrepancies were mostly attributed to inherent 
imperfections of the model such as the isotropic eddy-viscosity 
representation and the insensitivity to streamline curvature 
effects. Second-moment closures have no such drawbacks and 
represent a higher level of turbulence modeling beyond the 
eddy-viscosity level. However, it was found in a systematical 

numerical study (Zhu, 1986) that second-moment closures, 
whether of the algebraic or of the transport form, did not 
manifest themselves to be significantly superior to the K-e 
model in the computation of confined jets. 

Recently, Shih and Lumley (1993) have shown that the Reyn
olds stress, being a second rank tensor, can be expressed as a 
sixth-order polynomial of the mean velocity gradients. This is 
the most general stress-strain relationship within the frame
work of algebraic turbulence modeling, with the linear stress-
strain relation in the Boussinesq's eddy-viscosity concept being 
its first-order approximation. Based on this, Shih et al. (1993) 
have recently proposed a quadratic stress-strain relation in 
conjunction with the two modeled equations of K and e for 
practical calculations. Readability constraints have been used 
to derive appropriate expressions for the model coefficients, 
in particular, the coefficient C„ has been naturally related to 
the time scale ratio of the turbulence to the mean strain rate. 
As a result, the model ensures the positivity of individual 
turbulent normal stresses, an important feature that is not 
present in most existing turbulence models. As the model ap
pears promising as a competitive alternative in the turbulence 
modeling arsenal, it is of interest to test its performance for 
confined jets which, due to their complicated flow structures 

potential core boundary layer recirculation region 
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such as strong recirculation coupled with severe adverse pres
sure gradients, constitute a challenge to-the turbulence mod
eling. 

To this end, calculations are performed for the flows studied 
experimentally by Barchilon and Curtet (1964) in a cylindrical 
duct and by Binder and Kian (1983) in a conical duct with 5 
deg divergence. These two experiments have been chosen in 
this study because of their diverse flow conditions which vary 
gradually from no to strong recirculation. The standard K-e 
model is also used, since it is the most popular turbulence 
model used today in calculations of complicated flows and can 
also be used to highlight the performance of the new model. 
The numerical accuracy of solutions is ensured by using second-
order accurate differencing schemes and sufficiently fine grids. 
The performances of the models are examined through com
parisons with experimental data. 

2 Calculation Approach 

Incompressible turbulent flows are governed by the follow
ing statistically averaged continuity and Navier-Stokes equa
tions: 

U,j = 0 (1) 

{pUJUi-liUij-Tij)j= -pj (2) 

The Reynolds or turbulent stresses T,/ = - pUjUj) appearing in 
these equations are calculated by using the following two 
models: 

1) K-e model (Launder and Spalding, 1974) 

T-,j = lit (Uij + UJti) - - pKSu (3) 

M, = C>tfV e , C„ = 0.09 (4) 

where the turbulent kinetic energy K and its dissipation rate e 
are calculated, respectively, by the following transport equa
tions: 

PUJK-(H + ^)KJ -G — pe 

pUje-
a,. 

(QG-Qpe) 
K 

(5) 

(6) 

where 

G = TUUU (7) 

C, = 1.44, C2=1.92, aK=l, <J £ =1.3 (8) 

2) Realizable Reynolds stress algebraic equation (RRSAE) 
model (Shih et al., 1993) 

Tij = lit (U/j + UJJ) + Tij-~ pKbu 

H,= Clj)K /e, C^ = 

where 

7'..= - -
PK* 

042 + i / V 

2/3 

Ai + q 

cTi[ultkukj+uMulcj--mIJ 

(9) 

(10) 

+ CT2[ t / / i tt/M-in«yJ +cTAUkjUkJ-^nsiJ (11) 

n=ukJu,tk, n=ukJukJ (12) 
v=K(2SijSij)

m/e, SIJ= ( U u + UJJ)/2 (13) 

and the model constants are 

C T i = - 4 , C T 2 = 1 3 , C r 3 = - 2 , ^1 = 5.5, /12=1000. 

(14) 

The K and e in the RRSAE model are calculated with the same 
equations as in the K-e model. It can be seen that the RRSAE 
model reduces to the K-e model if the quadratic terms T/j are 
set to zero. 

Computational boundaries involved are inlet, outlet, axis of 
symmetry and solid wall. Among them, the inlet conditions 
require special attention because they have a considerable in
fluence on the calculations (Zhu et al., 1987). At the inlet, the 
jet and the ambient flow have uniform velocities Uj and Ua 

(Fig. 1), but the flow conditions in the initial shear layer be
tween the jet and the ambient flow are unknown and deter
mination of these conditions is not a trivial matter. In the 
present work, the parabolic entrance region scheme of Zhu et 
al. (1987) is used to specify the initial shear layer conditions. 
The outlet boundary is placed at x= IQD0 which is sufficiently 
far away from the main region of interest. At this boundary 
streamwise gradients of all variables are set to zero. Along the 
axis of symmetry the normal velocity component and the nor
mal gradients of the other variables are set to zero. The stand
ard wall-function approach (Launder and Spalding, 1974) is 
used to bridge the viscous sublayer at the duct wall, which is 
based on two considerations: 1. the RRSAE model in its present 
form is only valid for high Reynolds number turbulent flows; 
2. since the maximum turbulent stresses occur in a region far 
away from the wall, the present computations are not sensitive 
to the near-wall turbulence modeling, except for the wall shear 
stress. 

The computations are carried out using a conservative finite-
volume method designed for calculating incompressible elliptic 
flows with complex boundaries. The method uses a non-stag
gered variable arrangement. The momentum interpolation pro
cedure of Rhie and Chow (1983) is used to avoid checkerboard 
oscillations usually associated with non-staggered grids. The 
velocity-pressure coupling is achieved via the SIMPLEC al
gorithm (Van Doormal and Raithby, 1984). To ensure nu
merical accuracy and stability, the convection terms of all the 
transport equations are differenced by the hybrid linear/par
abolic approximation (HLPA) of second-order accuracy (Zhu, 
1991a), and all the other terms by the conventional central 
differencing scheme. The governing equations are solved in a 
sequential manner. The resulting set of algebraic difference 
equations is solved with the strongly implicit procedure of 
Stone (1968). The calculation is started from an assumed fully-
developed turbulent field and the iterative solution process is 
regarded as converged when the maximum normalized residue 
of all the dependent variables is below 0.5 percent. The details 
of the present numerical procedure are given in Zhu (1991b). 

3 Results 
The experiments of Barchilon and Curtet (1964) and Binder 

and Kian (1983) were taken as the test cases, hereinafter terms 
BC- and BK-case, respectively. The geometrical dimensions 
and the inlet flow conditions of both cases are given in Tables 
1 and 2. In the BK-case, the velocity field and the pressure 
field were measured separately using the different inlet veloc
ities as shown in Table 2. The Craya-Curtet number C, is 
defined by 

1_ _ j S f 
U^\dS-\ (15) 

where Q and S are the total flow rate and the duct area, 
respectively. 

Calculations were made on the Cray YMP computer. The 
grid-dependency of solutions was examined using two con
vection schemes, HLPA and HYBRID (central/upwind dif
ferencing), and three grid consisting of 50 x 40 (grid 1), 86 X 50 
(grid 2), and 120x80 (grid 3) points, respectively. The HY
BRID scheme that is highly diffusive in the presence of both 
convective dominance and flow-to-grid skewness was used here 
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case 

BC 
BK 

Table 1 Geometrical dimensions of the ducts 

D0 (cm) da (cm) 

16 
16 

1.2 
1.6 

6 (degree) L (cm) 

0 
2.5 

Table 2 Inlet flow conditions 

case 

BC 

BK 
(velocity 

field) 

BK 
(pressure 

field) 

C, I 

0.976 
0.506 
0.152 • 

1.230 
0.775 
0.590 

1.090 
0.842 
0.570 

64 

ij (cm/s) Ua (cm/s) 

1293.6 
1253.8 
1296.2 

40 
40 
40 

650 
650 
650 

84.48 
39.81 
7.42 

4.885 
2.662 
2.330 

61.38 
46.58 
29.90 

Table 3 Separation and reattachment points (xs/D0, xr/D0) 

case 

BC 

BK 

c, 
0.506 
0.152 

0.775 
0.590 

experiment 

1.70, 3.07 
0.45, 3.07 

2.50, 3 .4-3.8 
1.50, 3 .4-3.8 

K-e 

1.37, 2.7 
0.40, 2.95 

1.82, 3.17 
1.43, 3.22 

RRSAE 

1.6, 3.03 
0.5, 3.15 

2.15, 3.79 
1.45, 3.81 

only to highlight the importance of using higher-order accurate 
schemes. Test results obtained with the RRSAE model at 
C, = 0.506 are shown in Fig. 2(a) for the axial velocity U-
profiles, normalized by the sectional mean velocity Um, and 
Fig. 2(b) for the turbulent shear stress Hy-profiles, both at the 
same downstream location x/D0= 1.875. It can be seen that 
the results of HLPA on the coarse grid 1 are already very close 
to those on the fine grid 3 for both the U- and the SS-profiles, 
while significant differences exist between the corresponding 
results of HYBRID. The HLPA results on the intermediate 
grid 2 can be considered as grid-independent because the re
finement from the grid 2 to the grid 3 produced differences 
too small to be seen on the graph. The HYBRID solutions, 
however, responded to the grid refinement in such a slow 
manner that they still had not reached the grid-independent 
stage on the finest grid. The numbers of iterations and CPU-
time in minutes required for the calculations with HLPA were 
196 and 0.2 on grid 1, 640 and 1.4 on grid 2 and 1874 and 9.3 
on grid 3. The calculations with HYBRID took about 0.6-0.8 
of these numbers. The grid 2 and HLPA were used for all 
subsequent calculations. 

Figure 3 shows the axial mean velocity profiles at four down
stream locations, at the smallest value of C, in each case. In 
the BC-case, the RRSAE model results are in excellent agree
ment with the experimental data whereas noticeable discrep
ancies exist in the K-e model results at the last three downstream 
locations. In the BK-case, the results of RRSAE model are 
also better than those of the K-e model, but the agreement is 
less satisfactory than in the BC-case. At the location x/ 
D0 = 1.25, the experimental profile shows no constant ambient 
velocity portion while the calculated profiles by both models 
still have a vertical plateau around r/R = 0.6. The comparison 
at the location x/D0 = 2.5 indicates that the width of the pre
dicted reverse-flow region is somewhat too thin. Comparing 
the corresponding profiles in the BC-case which has a much 
stronger recirculation, the experimental velocity minimum at 
the last location seems to be too far away from the duct wall. 
It is to be noted that the flow is highly perturbed in the re
circulation region in which the measurement uncertainty is 
likely to be greatest. 

The separation and reattachment points are given in Table 
3. In the BK-case, only a range of 3.4~3.8Z>0 was given ex
perimentally for the reattachment point due to the high un
steadiness of the recirculation bubbles. The experiments in both 

Grid 1, HYBRID 
Grid 3, HYBRID 
Grid 1, HLPA 
Grid 3, HLPA 

1OOOuv/Uo 

Fig. 2 Numerical accuracy test at C, = 0.506 

1 C, = 0.152 

; x/0o=0.375 

r^1 

x/Do=1.125 

I . . t t . l • 

x/Do=2.625 

0 40 80 - 5 20 45 - 5 10 25 - 5 10 25 

U/Um 

[•x/Do-1.875 J x/Do=2.5 

0 4 8 12 0 4 8 - 2 2 6 - 2 2 6 10 

U/Um 

Fig. 3 Axial mean velocity profiles: K-t model; — RRSAE model; 
a experiment 

the BC- and BK-cases revealed that as C, decreased, the sep
aration points moved upstream while the reattachment points 
remained basically unchanged. The RRSAE model captured 
this feature well and predicted the locations of the recirculation 
bubbles better than did the K-e model. 

In order to study the jet spreading, the excess flow rate Qj 
has been introduced which is defined as Qj = 2TTJQ (U— U\ )rdr, 
where U\ is the ambient velocity (Fig. 1). In the recirculation 
region, the ambient velocity has no physical meaning and is 
defined as the minimum velocity (having negative value) for 
analytical convenience. Fig. 4 shows the variation of Qj with 
x and C,. As a consequence of the turbulent entrainment, the 
excess flow rate increases first, passes through a maximum 
and then decreases in case of recirculation which corresponds 
to Qj/Q>\. This variation becomes more pronounced as C, 
decreases. The calculations agreed well with the experiments 
at large Ch but the agreement deteriorated as recirculation 
intensified. At small C, (<0.6), the calculation underpredicted 
the maximum excess flow rate. It should be pointed out that 
the excess flow rate, due to its definition, is a quantity that is 
highly sensitive to errors in the velocity profiles so that a small 
change in Uu especially in the recirculation zone, will result 
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x/Do 

Fig. 4 Excess flow rate (legend as in Fig. 3) 

0 1 2 3 4 5 6 7 8 

x/Do 

Fig. 5 Pressure coefficient along the duct wall (legend as in Fig. 3) 

in a large difference in Qj. Regarding the comparison between 
the two models, the RRSAE model clearly performed better 
than did the K-e model. 

Figure 5 shows the variation of pressure coefficients along 
the duct walls. Here, Cp= (Ap-0.5pC/o

2)/(0.5p[/|) and Ap is 
the pressure difference between the location x and the entrance. 
The pressure gradient is governed by the jet entrainment, the 
contraction and expansion of the flow caused by recirculating 
eddies as well as the geometry of the duct. The entrainment 
and the divergence of the duct can only produce a maximum 
pressure difference equal to pUJ/l, while the pressure differ
ence created by the divergence of streamlines in the downstream 
part of the recirculating bubble can be much larger than 
pUa/2. This explains the variation of Cp with C, seen in Fig. 
5. Regarding the comparison between predictions and exper
iments, it can be seen that although both models predict prac-
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Fig. 6 Turbulent stress profiles at C,=0.59 (legend as in Fig. 3) 

tically the same total pressure rises, the RRSAE model captures 
the location where the pressure starts to shoot up much better 
than the K-e model at all the C, numbers. 

Detailed experimental data for the turbulent stresses Uu, vv 
and uv are available only in the BK-case at Ct = 0.59. The 
computed and measured radial profiles of these quantities at 
four downstream locations are compared in Fig. 5. With regard 
to the turbulent normal stresses uu and uv, the experimental 
data are basically followed by the results of both the RRSAE 
model and the K-e model, with the former predicting more 
anisotropy than the latter. The experimental data at x/D„ = 2.5 
are seen to exhibit a different trend for both uu and Uv, which 
may possibly be due to measurement errors. The flow visu
alization in the experiment indicated that the global flow pat
tern was highly unsteady in the presence of recirculation. With 
due regard to flow complexities and measurement difficulties, 
the agreement between the predictions and measurements seen 
in Fig. 6 should be considered as reasonably good, but it is 
difficult to judge which model performs better for the turbulent 
normal stresses, overall. For the turbulent shear stress uv, the 
results obtained with the RRSAE model are clearly better than 
those with the K-e model for all the locations considered. The 
large discrepancy seen at x/D0 = 2.5 is partially due to the 
underprediction of the width of the backflow region and par
tially due to the experimental uncertainty, as evidenced by the 
fact that in the experimental data, the change in sign of the 
shear stress profile occurs much further away from the duct 
wall than the velocity minimum. 

4 Concluding Remarks 
A numerical study has been conducted on axisymmetric con

fined jets in two ducts with and without divergence. The focus 
of the study was on the performance of the two turbulence 
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models under various flow conditions ranging from no to strong 
recirculation. The RRSAE model is new, and its capability to 
predict this type of flows needs to be tested. The K-e model 
was applied to the same problem before, but we believe that 
a re-assessment is necessary because the previous studies were 
made on an inaccurate numerical basis (first-order differencing 
together with very coarse grids). This study has shown that 
the confined jet calculations are very sensitive to the convective 
approximation of the transport equations. In order to achieve 
a numerically credible solution without involving excessive grid 
points, higher-order differencing schemes have to be adopted. 
In this regard, the second-order accurate HLPA scheme be
haves quite well. Therefore, it can be concluded with a suf
ficient degree of confidence that the present calculations reflect 
the real predictive capability of the models for the confined 
jets. 

The calculations have been compared with the experiments. 
The comparison clearly shows that superiority of the RRSAE 
model over the K-e model under all the circumstances consid
ered, which is mainly due to the two important properties of 
the RRSAE model for separated flows: 1. the anisotropic rep
resentation of the Reynolds stresses; 2. the new formulation 
of C^ which leads to a reduction in /x, in regions of high 17 
value. Only for the maximum reverse flow rate, an important 
parameter to characterize the performance of combustion 
chambers, does the RRSAE model result in little improvement. 
Since this quantity is directly related to the flow near the wall 
in the recirculation region, the use of the wall function may 
constitute a source of error and also measurement errors should 
not be excluded in this highly perturbed region. Overall, the 
RRSAE model is shown to be able to predict confined jets 
with an accuracy sufficient for engineering applications. 
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Predictions of the Structure 
of Turbulent, Moderately 
Underexpanded Jets 
A mathematical model capable of predicting the structure of turbulent, underex
panded jets is described. The model is based on solutions of the fluid flow equations 
obtained using a second-order accurate, finite-volume integration scheme coupled 
to an adaptive grid algorithm. Turbulence within these jets is modelled using a k-e 
approach coupled to the compressible dissipation rate model ofSarkar et al. (1991a). 
Comparison of model predictions and experimental data, reported in the literature, 
on a number of moderately underexpanded jets demonstrate significant improve
ments over results derived using the standard k-e approach, and the adequacy of 
the compressibility corrected turbulence model for predicting such jets. 

Introduction 
Underexpanded, axisymmetric free jets are one of the sim

plest flows involving both turbulent mixing and compressibility 
effects. As well as being of interest to fundamental studies of 
the interaction of turbulence and compressibility, the ability 
to predict the detailed structure of such flows has numerous 
practical applications ranging from the design of rocket pro
pulsion systems to consequence and risk assessments of leaks 
of high pressure gas. A final motivation for studying the simple 
axisymmetric case is that detailed measurements of a number 
of such jets exist in the literature. In the absence of detailed 
measurements on more complex flows, these data provide the 
opportunity to validate rigorously mathematical models of 
turbulent, underexpanded jets such that their predictions can 
be applied with confidence to other, more complex, compress
ible flow situations. 

The flow pattern of a jet issuing from a straight or convergent 
nozzle depends primarily on the ratio of the pressure at the 
nozzle exit to the ambient pressure. Three types of flow are 
possible depending on this pressure ratio, these being subsonic, 
moderately underexpanded and highly underexpanded jets. 
The values of pressure ratio separating these three generic flow 
regimes are dependent on the physical properties of the gas 
issuing from the nozzle, although the variation from one gas 
to another is small. For the case of air, moderately underex
panded jets, the subject of the present paper, exist in the range 
Po/P„ from —1.1 to 2.1 and are characterized by a system of 
oblique shocks downstream of the nozzle exit which is embed
ded in the potential core of the jet. The potential core itself 

is surrounded by a mixing region that diffuses inward, ulti
mately dissipating the core. Downstream of the core, once the 
jet is subsonic, the spread and decay of the jet are similar to 
the totally subsonic case. 

A number of research groups have derived mathematical 
models of such jets. Dash and Wolf (1983) and Chuech et al. 
(1989) based predictions on simplified forms of the fluid dy
namic equations derived by neglecting stream wise diffusion. 
This approach simplifies the computational algorithm required 
for solution of the system of differential equations, allowing 
results to be derived using efficient marching procedures. How
ever, although this approach has been used to model the three-
dimensional case of a supersonic jet issuing from a rectangular 
nozzle (Dash et al., 1986), the complexities associated with its 
extension to more complex three-dimensional flows makes its 
general application difficult. 

The present study describes a mathematical model capable 
of predicting the structure of turbulent, underexpanded jets, 
and validates predictions of the model against available ex
perimental data on moderately underexpanded releases. The 
model described differs from the theoretical approaches re
ferred to above in deriving solutions from the elliptic versions 
of the fluid flow equations using a second-order accurate, 
finite-volume integration scheme coupled to an adaptive grid 
algorithm. These techniques allow sonic releases to be modeled 
economically, and offer the potential for ultimate application 
to predicting such flows not only in axisymmetry but also in 
more complex three-dimensional geometries. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
May 12, 1993; revised manuscript received February 23, 1994. Associate Tech
nical Editor: R. W. Metcalfe. 

Mathematical Model 

Governing Equations. The flow from a circular nozzle is 
governed by the steady-state, axisymmetric form of the fluid 
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flow equations. Solutions of the density-weighted (Favre) av
eraged, high Reynolds number form of these equations (Jones 
and Whitelaw, 1982), expressing conservation of mass, mo
mentum, and scalar transport (mixture fraction), were used as 
the basis of the predictions reported later, with density-weighted 
averaging being used as most appropriate for the variable den
sity flows of interest. Closure of this set of equations was 
achieved through the use of a standard two-equation, k-e tur
bulence model (Jones and Launder, 1972). Modelling constants 
employed were standard values found to give acceptable agree
ment between theoretical predictions and experimental data in 
a wide range of flows (Jones and Whitelaw, 1982). 

In addition to the equations outlined above, a conservation 
equation for the total energy of the fluid, E, was also solved. 
For solution, the equation was written in a form appropriate 
to axisymmetric flows but, for reasons of brevity, is given 
below in Cartesian tensor form: 

fiOj(pe+p)]=f(Oifu)+±(^cpf). a) 
dxj dxj dXj\aE dxj/ 

In the above, turbulent transport has again been represented 
using a gradient diffusion model, and the stress tensor was 
specified in line with the k-e turbulence model assumptions. 
The total energy is defined as 

E=e+\/2Uf + k, (2) 
where e is the internal energy of the gas. The constant aE was 
assigned the standard value of 0.9. For the air jet simulations 
considered later a constant value of Cp was employed, whereas 
Cp was taken as a function of chemical composition for the 
natural gas jet studied. The temperature dependence of Cp was 
neglected because of the absence of strong shocks in the ex
periments considered (Pai, 1959). Finally, the system of equa
tions was augmented by the ideal gas law for solution. 

Turbulence Models. The k-e turbulence model used in the 
present work may be expressed in its conventional form (Jones 
and Whitelaw, 1982) as 

±CpUjk)=^f)--pl^ff--pe (3) 
dXj OXj \ak dXj/ dxj 

h*°rf=r(-iL)-cv1WTi-c*7> (4) 

dXj dxj \at dxjj k OXj k 
with 

-k2 

flt = Cllp—. (5) 
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nozzle diameter 
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total energy 
mixture fraction 
turbulence kinetic energy 
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convective Mach number 
turbulent Mach number [ = (2Ar)0,5/a] 
pressure 
radial coordinate 
additional source term in transport equation 
for A: 
temperature 
fluctuating velocity 
mean velocity 
reference velocity [= (-P«/pfl)

0"5] 
fluctuating vorticity parameter 

This model has been used extensively for predicting incom
pressible flows, although for compressible flows the standard 
model stated is known to overpredict turbulence levels, and 
hence mixing rates, because it does not account for the effect 
of compressibility on turbulence dissipation. This has been 
observed in many experimental studies, for example, as re
ported by Papamoschou and Roshko (1986). It is therefore 
important to accurately model such effects if reliable predic
tions of jet velocity and concentration are required. 

A number of authors have suggested modifications, or al
ternatives, to Eqs. (3) to (5) in order to incorporate compress
ibility effects into turbulent flow calculations. Dash and Wolf 
(1983) evaluated a number of different turbulence models for 
such flows; namely, the standard k-e turbulence model (Jones 
and Launder, 1972), a compressibility corrected k-e model, 
and the k-W model of Spalding (1971) with the turbulence 
model constants calibrated using compressible free jet data. 
These authors considered the latter model as the most capable 
of predicting the free jet data considered. However, the k-W 
model requires special treatment near walls to correctly model 
the damping of turbulence by solid boundaries, and as a con
sequence is not easily applied to wall-bounded shear flows. 
The compressibility corrected k-e model used differed from 
the standard version in that the turbulent viscosity was con
sidered to be a function of the turbulent Mach number, a 
dimensionless velocity scale based on the local maximum value 
of k, with the latter equation being multiplied by/(MT). The 
functional dependence of the turbulent viscosity on Mr was 
then derived by calibrating the model with measured spreading 
rate data obtained from supersonic shear layers (Birch and 
Eggers, 1973), with fi7, and hence turbulence levels, decreasing 
with increasing MT. 

Chuech et al. (1989) used a similar approach, and derived 
a compressible turbulent viscosity model based on a convective 
Mach number, Mc; a dimensionless velocity scale associated 
with large scale structures in a shear layer. The functional 
dependence of the turbulent viscosity on Mc was then derived 
using the measured spreading rate data obtained by Papa
moschou and Roshko (1986) and other researchers. However, 
although the modified turbulent viscosity models proposed by 
both Dash and Wolf (1983) and Chuech et al. (1989) resulted 
in good agreement between model predictions and experimen
tal data on sonic jets, adjusting the turbulent viscosity to ac
count for reduced mixing does not model the underlying 
physical mechanism responsible for reduced turbulence gen
eration, only the net effect, and so the approach cannot be 
expected to be general. 
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Subscripts 
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c = compressible 
j = in y'th direction 
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Other authors have proposed multi-turbulence length scale 
modifications to the standard k-e model in order to incorporate 
compressibility effects, for example Abdol-Hamid and Wil-
moth (1989) and Brescianini (1992). However, although such 
approaches show improvements over the predictions of the 
single scale model, further understanding of the details and 
importance of multi-scale effects in such flows is required. 

Recently, direct numerical simulation of simple compressible 
turbulent flows has provided sufficient insight to allow the 
underlying physical mechanism responsible for reduced mixing 
to be identified. Lee et al. (1991) simulated decaying com
pressible turbulence using this method and observed the for
mation of shocks, or eddy shocklets, in the instantaneous flow 
field. These eddy shocklets are formed by compression waves 
generated by the mixing of high speed and low speed fluid in 
the instantaneous field. Sarkar et al. (1991a) analyzed the exact 
equations for the transport of Reynolds stress in compressible 
flows, finding the important sink terms in the turbulent kinetic 
energy budget generated by the eddy shocklets; namely a com
pressible turbulence dissipation rate and to a lesser extent the 
pressure-dilatation term. For the case of low Mach number, 
isotropic turbulence, as studied by the latter authors, the pres
sure-dilatation term was found to be negligibly small. For the 
compressible dissipation rate, Sarkar et al. (1991a) proposed 
the model 

ec=a,MT
2e, (6) 

derived from an asymptotic analysis of the compressible Na-
vier-Stokes equations over an acoustic time scale, and cali
brated using direct numerical simulations. This model was 
subsequently incorporated into a second-order turbulence clo
sure model by Speziale and Sarkar (1991) and the composite 
model, with the constant ĉ  set to one to allow for the neglected 
pressure-dilatation term, applied to predicting a simple super
sonic mixing layer. The model was found to faithfully repro
duce the functional dependence of the shear layer growth rate 
on convective Mach number, although its ability to predict the 
detailed features of compressible flows was not assessed. 

A number of alternative models for both the compressible 
dissipation rate and the pressure-dilatation term have been 
derived using direct numerical simulations of compressible tur
bulent homogeneous shear flows (Sarkar et al., 1991b) and 
compressible turbulence subjected to shear and a rapid 
compression (Zeman, 1991). Sarkar et al.'s (1991a) model is, 
however, the simplest of the alternative models, and its use in 
the validation studies discussed later suggests that it is adequate 
for modelling compressible free jets. The implication of using 
the latter model in the present work is that an additional sink 
term is introduced into the transport equation for turbulence 
kinetic energy, Eq. (3): 

Sk=-pM?e, (7) 

with the turbulent viscosity for compressible flows, Eq. (5), 
now being replaced by 

Computational Procedure and Boundary Conditions. To 
compare predictions of the model with the experimental data 
considered later, solution of the axisymmetric form of six (for 
air jets) or seven (for natural gas jets) coupled partial differ
ential equations is required. Solutions were obtained by ex
pressing the equation set in cylindrical co-ordinates, and 
integrating the time-dependent form of these equations nu
merically by time-marching to a steady state. 

Integration of the equations was performed using a second-
order accurate finite-volume scheme. Discretization of the de
scriptive equations therefore followed a conservative, control 
volume approach, with values of the dependent variables stored 
at the centers of the computational cells over which the dif

ferential equations were integrated. Diffusion and source terms 
in the modeled equations were approximated using central 
differencing, whilst approximations to the inviscid (advective 
and pressure) fluxes were derived using a second-order accurate 
(in space) variant of Godunov's method. The latter method 
was derived from a conventional first-order Godunov scheme 
by introducing gradients within computational cells using a 
nonlinear, slope-limiting function which ensures monotinicity. 
In its fully explicit, time-accurate form the method uses a 
predictor-corrector procedure, where the predictor stage is spa
tially first-order and is used to provide an intermediate solution 
at the half-time between time-steps. This in turn is used at the 
corrector stage for the calculation of second-order fluxes. 

To increase the rate of convergence a diagonalized implicit 
scheme was used. This scheme first calculates the explicit rate 
of change to second-order space accuracy, as described above, 
and then applies diagonalized implicit operators in each of the 
space directions to make the scheme implicit for sound waves 
and diffusion. This allows the calculation to proceed using 
much larger time-steps, based on advection velocities rather 
than sound waves, than would be required using the explicit 
scheme alone. Further details of the numerical algorithm may 
be found elsewhere (Falle, 1991). 

Using a second-order accurate scheme makes it feasible to 
capture the shock structure in compressible free jets, but only 
with fine computational grids in the vicinity of shocks. The 
computational cost of capturing shock structures was reduced 
in the present work by using an adaptive finite-volume grid 
algorithm which employed a two-dimensional, rectangular 
mesh, with adaption being achieved by overlaying successively 
refined layers of computational grids. Each layer was generated 
from its predecessor by doubling the number of computational 
cells in each space direction. In the results given later, up to 
five levels of grid were used. Further details of the adaptive 
algorithm may be found in Falle and Giddings (1992). 

In all the simulations a symmetry boundary was imposed 
along the center-line of a jet represented by the z axis at r=0, 
with a fixed pressure boundary condition being used in the z 
direction at + r and the downstream boundary of the com
putational domain, at +z, being taken as an outflow surface. 
The location of the latter boundaries was varied in order to 
ensure that solutions were insensitive to the boundary condi
tions imposed on these surfaces. The release itself was rep
resented as a hole in a flat plate. Flat profiles of all dependent 
variables were prescribed at the nozzle exit for the experiments 
of Seiner and Norum (1979 and 1980), and of Birch etal. (1984 
and 1987), which used plug flows, whilst the fully developed 
pipe flow used by Chuech et al. (1989) was represented using 
profiles obtained from Hinze (1977). In the absence of exper
imental data, the plug flow simulations used initial turbulence 
kinetic energy levels corresponding to 5 percent of the mean 
velocity, with e specified by assuming a turbulence length scale 
of 0.05c?. 

The fineness of computational grid required to obtain grid 
independent solutions was examined for each of the jets stud
ied. As an example, simulations of Seiner and Norum's (1979 
and 1980) jet, which contains particularly strong shocks, re
quired a grid spacing of Ar = Az = d/64 for essentially grid 
independent resolution of the shock structure. For a uniform 
non-adaptive grid, this corresponds to approximately 123 A: 
nodes required to cover the computational domain of interest, 
whereas the adaptive simulation required only 52 k nodes. 
Figure 1 shows the sensitivity of mean and fluctuating stream-
wise velocity predictions at one downstream station of Chuech 
et al.'s (1989) jet to the grid resolution used in the computa
tions. 

Results and Discussion 
The performance of the numerical model was evaluated by 
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comparing predicted fluid flow properties with measured data 
for four jets studied by Chuech et al. (1989), Seiner and Norum 
(1979 and 1980), and Birch et al. (1984 and 1987). The jets are 
considered in ascending order of pressure ratio. 

The air jet studied by Chuech et al. (1989) has a pressure 
ratio of 1.2 and an exit Mach number of one. Figure 2 compares 
predicted streamwise velocities along the center-line of this jet 
with experimental data. In the near field of the jet, predictions 
obtained using both the standard and compressibility corrected 

k-e models overpredict, and differ qualitatively, from meas
ured mean velocities (Fig. 2(a)). The predicted velocities os
cillate due to the presence of oblique shocks in the potential 
core of the jet, as observed by Chuech (1987), whereas meas
ured values are relatively smooth. However, the latter meas
urements were obtained using laser Doppler anemometry 
techniques, and a deficiency of this technique when applied to 
shock containing regions, noted by Chuech (1987), is the poor 
response of seeding particles to the rapidly changing velocity 
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Fig. 4 Radial values of Mach number at lour downstream stations for 
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field. The accuracy of the results can be expected to be high 
from approximately 7 diameters downstream of the nozzle 
where variations in pressure become small (Chuech, 1987). 
From this point, predictions obtained using the compressibility 
corrected turbulence model are in good agreement with meas
urements, with the rate of decay of velocity being adequately 
reproduced. In contrast, results obtained using the standard 
k-e turbulence model underpredict measured mean velocities 
from approximately 5 diameters downstream due to the over-
prediction of turbulence production dissipating the velocity on 
the axis. This is confirmed by the results shown in Fig. 2(b) 
which again demonstrate good agreement between the com
pressibility corrected turbulence model and experimental data, 
particularly in terms of the location of the peak fluctuating 
velocity. Some underprediction of data is, however, evident • 
between z = ld and 10c?. 

Figure 3 compares equivalent results for radial profiles within 
the jet at two downstream locations. Mean velocities (Fig. 3(a)) 
predicted by the compressibility corrected k-e model are again 
in closer accord with experimental data than those of the stand
ard model at both locations, although the former model does 
tend to slightly underpredict the width of the jet at z/d= 20. 
Predictions of streamwise fluctuating velocities (Fig. 3(b)) are 
less satisfactory, although both sets of results agree qualita-

© Measured 
Standard k-E model 

0.4' Modified k-I model 

2 i 6 8 10 

z/d 
Fig. 5 Axial values of fluctuating streamwise velocity at r/d =0.5 for 
Seiner and Norum's (1979 and 1980) air jet (d= 50 mm, PJP, = 1.45, M = 2) 

tively with the measured data, with the peak fluctuating ve
locity off-axis in the near field tending towards the center-line 
with increasing downstream distance. Quantitatively, results 
obtained using compressibility corrections are again superior. 

The second underexpanded jet used to evaluate the model 
was studied by Seiner and Norum (1979 and 1980). This jet 
differs from the others examined in this section in that the 
nozzle used had a convergent-divergent shape which gave flat 
exit profiles and a Mach number of 2 at a.pressure ratio of 
1.45. The latter pressure ratio is only 20 percent more than 
for Chuech et al.'s (1989) jet, but the supersonic flow signif
icantly increases the effect of compressibility on turbulence 
dissipation. 

Figure 4 compares radial values of Mach number at four 
downstream locations within the jet. Predictions obtained us
ing Sarkar et al.'s (1991a) modifications are in close agreement 
with the measured data. Mach numbers derived from the stand
ard k-e turbulence model suffer from the same deficiency ob
served for the mean velocity field in Chuech et al.'s (1989) jet 
because of an underprediction of the turbulence energy dis
sipation rate in the shear layer. Unfortunately, the measure
ment stations are too closely spaced to permit a more thorough 
evaluation of the models' ability to predict the Mach number 
field of this jet, but the level of agreement obtained when 
compressibility effects are modelled is encouraging. 

Streamwise fluctuating velocities along a line parallel to the 
center-line of the jet, and extending from the nozzle lip, are 
compared in Fig. 5. The assumed initial turbulence kinetic 
energy profiles and levels, noted earlier, are seen to result in 
an overestimate of the actual turbulence level close to the 
nozzle, although the turbulent kinetic energy field was found 
to be insensitive to the prescribed nozzle exit values apart from 
in the vicinity of the nozzle itself. Qualitatively, both predic
tions of fluctuating velocity are in agreement with the measured 
data, correctly predicting the increase in fluctuating velocity 
in regions of compression and the decrease in regions of rar
efaction. Quantitatively, the predictions obtained using the 
standard k-e turbulence model overpredict the measured data 
by approximately 40 percent, whereas results based on Sarkar 
et al.'s (1991a) modifications are in good agreement with ob
servations. 

The final comparison for this jet is given in Fig. 6 which 
shows pressures along the jet center-line. Predicted pressures 
obtained using the standard k-e turbulence model are seen to 
be in agreement with experimental data in the near field of the 
jet, up to 2 diameters downstream, although a slight phase 
error is present in the shock structure due to the predicted 
rarefaction wave emanating from the nozzle lip intersecting 
the jet axis downstream of the measured location. This finding 
is consistent with there being a boundary layer attached to the 
nozzle wall. Thus, although the nozzle employed in the ex-
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Fig. 6 Center-line values of pressure for Seiner and Norum's (1979 and 
1980) air jef (d=50 mm, PyP^I.45, M = 2) 

periments was designed to give flat profiles at the nozzle exit, 
as used in the simulations, in reality a turbulent boundary layer 
would have developed adjacent to the nozzle wall. The presence 
of the remnants of this boundary layer downstream of the 
nozzle exit in the experiments, not accounted for in the sim
ulations, would cause the rarefaction wave emanating from 
the nozzle to be reflected back into the inviscid potential core 
of the jet at a point closer to the nozzle than predicted, since 
in the simulations this wave would be reflected further down
stream by the free jet boundary. Later on in the jet, the pre
dicted shock strength is dissipated prematurely because of an 
overprediction of the spreading rate of the shear layer. 

Incorporation of the compressible dissipation rate into the 
turbulence model is seen to significantly improve agreement 
with experimental data, with the shock strength and location 
now being well predicted for the first 12 diameters downstream. 
As for predictions of the standard k-e approach, an initial 
phase error still persists for the reasons stated above, but in 
this case the phase error is propagated downstream to ap
proximately 15 diameters suggesting the shock frequency is • 
correctly predicted in this region. Further downstream, the 
shock strength underpredicts the measured data, again due to 
an overprediction of the spreading rate of the shear layer. 

The final set of predictions given in Fig. 6 was derived by 
adjusting the constant C2, used in Eq. (4), from 1.92 to 1.8; 
a change within the limits of uncertainty on this modelling 
constant (Rodi, 1980). This has the effect of reducing the 
spreading rate of the shear layer. In addition, the affine trans
formation (Walker, 1988) 

z/d 
Fig. 7 Center-line values of mean streamwise velocity for Birch et al.'s 
(1987)airjet(d=2.7mm, PJP, = 2.05, M = 1) 

2.0 g Measured 
Standard k-£ model 

i i i 
20 40 60 80 100 

z/d 
Fig. 8 Center-line values of mean mixture fraction for Birch et al.'s 
(1984) natural gas jet (d=2.7 mm, P„/Pfl=1.88, M = 1) 

-r0M{r0-5) (9) 

was also applied to the downstream coordinate of the predicted 
pressure. The d/2 shift in this transformation removes the 
phase error due to the presence of the nozzle boundary layer 
noted above, and rescaling the downstream coordinate by the 
factor 0.98 is equivalent to assuming the boundary layer at
tached to the nozzle wall had a width corresponding to 2 percent 
of the nozzle diameter, making the appropriate length scale in 
the experiment 0.98c?. In total, the adjustments noted above 
significantly improve agreement between observations and pre
dictions of the compressibility corrected turbulence model, 
although in the absence of more detailed experimental data 
on the nozzle exit conditions and far field turbulence levels it 
is impossible to quantitatively evaluate the improvements 
gained, nor to recommend adjustments to the value of C2 for 
predicting sonic jets. These results do, however, demonstrate 
the sensitivity of model predictions to initial conditions, and 
the requirement for further experimental data. 

Finally, Figs. 7 and 8 compare model predictions with ex
perimental data obtained by Birch et al. (1984 and 1987) for, 
respectively, the center-line variation of mean streamwise ve
locity in an air jet, and of mixture fraction (fuel mass fraction) 
in a jet of natural gas. Although the experimental techniques 
used by the latter authors were not capable of yielding reliable 
results in compressible regions of the flow, the agreement be
tween predictions of the compressibility corrected turbulence 
model and experimental data in the far field of the jets is good. 
In addition, although results derived from the standard k-e 
model are in better agreement with mean velocity data over 
significant portions of the air jet, they do tend to slightly 
underpredict observations in the far field of both jets. This 
underprediction of experimental data in the subsonic regions 
of these jets may, to some extent, be attributable to the fact 
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that the standard k-e approach is known to overpredict the 
spreading rate of incompressible round jets. 

Conclusions 
A mathematical model capable of predicting the structure 

of turbulent underexpanded jets has been, described, and the 
model has been used to simulate a number of underexpanded 
jets that span the range of pressure ratio which gives rise to 
moderately underexpanded jets. The model's ability to predict 
the detailed flow structure, of these jets has been assessed by 
comparing predictions with measured fluid flow properties, 
and in the majority of cases use of a compressibility corrected 
(Sarkar et al , 1991a) turbulence model was found to lead to 
significant improvements over results derived using a standard 
k-e approach. In addition, the comparisons with experimental 
data suggest that predictions derived using a k-e turbulence 
model coupled to the compressible dissipation rate model are 
adequate for predicting the flow field of moderately under-
expanded jets. Application of the model to highly underex
panded releases will be considered in a separate publication. 
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On the Dynamics of Flow 
Structure Development in an 
Excited Plane Jet 
Coherent structure dynamics in the developing region of a plane jet under acoustic 
excitation is studied experimentally by means of hot-wire measurements and smoke-wire 
flow visualization. The mean and fluctuation velocity properties, such as mean and 
fluctuation intensities in both streamwise and transverse directions, turbulent shear 
stress variations, and the turbulent energy production and energy convection phenom
ena, are carefully investigated. The results indicate that flow property behavior is closely 
related to vortex formation and the merging processes, which are the dominant 
mechanisms governing flow behavior in the developing region of a plane jet. 

1 Introduction 
The study of coherent structure induction in turbulent 

shear flow dates from the early 1970's by Crow and Cham
pagne (1971) and Brown and Roshko (1971). It has since 
been found that the evolution and interaction of these large-
scaled organized structures are the major mechanism for 
turbulent shear flow spreading and momentum transfer by 
Winant and Browand (1971) and Ho and Huang (1982). 
Ho (1981) proposed a subharmonic evolution model which 
interpreted the relationship between subharmonic instability 
evolution and the mechanism of vortex merging from a 
hydrodynamic instability point of view. Amplified subhar
monic instability is considered to be the primary catalyst for 
the occurrence of the vortex merging. 

For jets, initial shear layers are originated from the devel
opment of Kelvin-Helmholtz instability. Through linear and 
nonlinear interactions, vortex formation and subsequent 
merging processes occur, dominating the flow dynamics 
downstream of the shear layers. One of the objectives of this 
paper is the investigation of variations in mean and fluctuat
ing flow properties under such a vortex interaction mecha
nism. Although fluctuation energy budget characteristics in 
jets have been extensively studied by Sami (1967), Gutmark 
and Wygnanski (1976), Everitt and Robins (1978), and Miau 
and Karlsson (1986), most of these researches concentrated 
on the self-preserving region at the further downstream of 
the end of the potential core. Our previous papers (Hsiao 
and Huang, 1988, 1990a, 1990b) focused on instability mode 
dynamics as well as their sideband instabilities in the devel
oping region of a plane jet. The present work continues our 
works on the plane jet developing region and emphasize flow 
structure dynamics and interaction processes. Relevant flow 
properties, as well as mean and fluctuating velocity proper
ties together with other major terms of the fluctuation energy 
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budget, are also examined and related to jet vortex behav
ioral dynamics. 

2 Experimental Apparatus and Procedure 
The experimental layout of the plane jet is shown in Fig. 1. 

The air source was supplied by a 3 HP centrifugal blower 
which was followed in line by a 180 X 180 X 170 cm noise 
reduction chamber. The honeycomb and screens managed 
flow quality. The jet nozzle was a fifth-order polynomial 
profile with a height (H) of 15 mm at the nozzle exit, giving 
an aspect ratio of 20 at this point. The operating velocity 
throughout the experiment was fixed at 10 m/s, with the 
turbulence intensity at the nozzle exit center being 0.2 per
cent. Twenty earphones were used as loudspeakers in locally 
exciting the jet flow. These earphones were equi-distantly 
spaced along both sides of the nozzle exit. DISA 55M10 
constant-temperature anemometers with a 5 /im Pt single-
wire and X-wire probes were utilized for the velocity mea
surements. Digitized data at a sampling rate of 50 /us was 
obtained by a MDAS 7000 data acquisition system equipped 
with a 12-Bit A/D converter. The smoke-wire technique was 
employed in visualizing jet flow development. Flow pictures 
were taken by a 35 mm camera equipped with a timing 
controlled flash. A more detailed description of the experi
mental conditions can be found in our previous paper (Hsiao 
and Huang, 1990a). 

3 Results and Discussion 

3.1 The Basic Flow Conditions of the Plane Jet. Initial 
boundary layers at the natural jet nozzle exit are first exam
ined in order to ensure that they are laminar over various jet 
exit velocities. The initial fundamental instability frequency, 
/0, measured from frequency spectra of streamwise velocity 
fluctuations, is related to the jet exit velocity by: 

/o « Uy2-
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Fig. 1 The experimental layout of the plane jet (all units are in mm) 

For the jet exit velocities between 5-30 m/s, the initial 
Strouhal number, given by the following equation: 

St0-f00o/U0, 
falls within the 0.0092-0.0117 range. Gutmark and Ho (1983) 
pointed out that since the initial Strouhal number is not 
constant but varies from 0.01 to 0.018 over a number of 
identical experiments, this suggests that a low level, spatially 
coherent disturbance frequency existing in the individual 
facilities determines the initially predominant frequency, and 
is responsible for spreading the initial Strouhal number over 
a wide range. Zaman and Hussain (1980) found the natural 
roll-up frequency of the exit shear layer to occur near an St0 
of 0.012. This exit shear layer natural roll-up frequency is 
lower than the most amplified, acoustically excited frequency 
determined with a St0 of 0.017. In the present experiment, 
the measured fundamental frequency (/0) corresponds to the 
natural vortex roll-up frequency of the shear layer and is 
used as a reference parameter for acoustic excitation fre
quency selection in shear flow control analysis. The experi
ments in this paper maintain a 10 m/s jet exit velocity with 
the jet flow being acoustically excited at its fundamental 
frequency (/0). After excitation, the initial boundary layer at 
the nozzle exit is monitored to ensure that it remains lami
nar. The initial Strouhal number based on initial momentum 
thickness corresponds to St0 = fQ0o/Uo = 0.0092, while that 
based on the nozzle exit width of the plane jet corresponds to 
StH =f0H/U0 = 0.726. 

3.2 The Determination of the Vortex Merging Locations. 
According to Ho's subharmonic evolution model (1981), vor
tex formation and merging processes are mainly due to 
evolution of related instability waves. He defined the merging 
location as the position where the neighboring two vortices 
are vertically aligned due to amplifying subharmonics. Their 
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Fig. 2 The downstream development of peak streamwise velocity 
fluctuations and flow entrainment in an excited plane jet (from 
Hsiao and Huang, 1990b). (Uncertainty in u'pIU0 = 2.5 percent and 
in XIA0 = 0.01 percent) 

energy contents are found to reach saturation here. He also 
pointed out that in a shear flow, vortex induced perturba
tions are able to propagate upstream where they excite the 
flow field near the nozzle exit. As a result, a feedback loop is 
established from the incipience of initial instability at the 
nozzle exit down to the vortex merging location. 

The ith vortex merging location in a low subsonic jet can 
be determined from the following relationship: 

Nomenclature 

At = fluctuation energy convection 
by streamwise mean motion 

A 2 = fluctuation energy convection 
by transverse mean motion 

An = fluctuation energy convection 
term (= A1 + A2) 

f0 = the fundamental frequency 
H = height of the plane jet exit 
Q = the entrainment rate of fluid 

volume {= Jo^UdY) 
Q0 = the entrainment rate of fluid 

volume at the plane jet nozzle 
exit 

Pi = fluctuation energy production 
due to turbulent shear stress 

P2 = fluctuation energy production 
due to normal stresses 

Pn — the fluctuation energy produc
tion term (= Pt + P2) 

Re = Reynolds number (= U0H/v) 
St0 = the initial Strouhal number ( = 

fo0O/Uo) 
U = the streamwise mean velocity 

U0 = the mean velocity at the plane 
jet nozzle exit 

u' = the streamwise rms velocity 
fluctuation 

u'p = the peak streamwise velocity 
fluctuation along the Y axis 

u'v' = turbulent shear stress 
V = the transverse mean velocity 
v' = the transverse rms velocity 

fluctuation 

W\0-

X,Y-

d = 

So = 

V = 

the peak transverse velocity 
fluctuation along the Y axis 
the integrated value of W 
(= i/^'woy) 
the streamwise and transverse 
coordinates 
transverse position where U = 
aUc, a = 0.99, 0.9,..., etc. 
momentum thickness 
initial boundary layer momen
tum thickness 
initial boundary layer displace
ment thickness 
kinetic viscosity 
initial instability wavelength 
( - U0/2f0) 
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(a) (b) 

(c) (d) 

(e) (f) 

Fig. 3(a)-(0 Flow patterns during the vortex merging process 

This relationship indicates that a vortex formation forms at 
X = 2A0, with the first and second vortex merging location 
being at X = 4 and 8A0, respectively. These positions were 
also identified in our earlier research on instability mode 
analysis (Hsiao and Huang, 1990a and 1990b). 

The downstream development of peak streamwise velocity 
fluctuations and flow entrainment in an excited jet is shown 
in Fig. 2 (see also Hsiao and Huang, 1990b). Since the two 
interacting vortices vertically align at the merging location, 
the jet ceases to spread near the X = 2, 4 and 8A0 down
stream positions. The shear layer induces large flow mixing in 
the former position of the merging process. This region 
encompasses the point where merging starts, and extends 
through the major merging locations (e.g., 2A0 <X < 4A0). 
Further downstream, however, the merging process is unable 
to induce prominent flow entrainment in the shear layer. 
This region is knwn as the latter portion of the merging 
process. 

The results of the vortex merging process obtained by the 
smoke-wire technique are clearly illustrated in Figs. 3(a)-(f). 
Due to the fact that turbulent diffusion at high velocities 
degrades visual quality, jet flow was operated to an U0 value 
of 3.15 m/s and excited at its fundamental frequency (f0 = 70 
Hz). The former portion of the vortex merging process is 
illustrated in Figs. 3(a)-(c), while that of the latter portion is 
shown in Figs. 3(d)-(f). The merging location, the point 
where two interacting vortices vertically align, is depicted in 
stage III (Fig. 3(c)) and is related to the X = 4A0 event 
shown in Fig. 2. Likewise, the flow structure at stage II (Fig. 
3(b)) is analogous to the situation at X = 3A0. 

33 Mean and Fluctuating Flow Field. Streamwise and 
transverse mean velocity contours are shown in Figs. 4(a) and 
(b). Note that the spread of the transverse velocity V/U0 
distribution is similar to that of U/U0, except at high trans
verse mean velocities where it is concentrated within the 
shear layer region. Also note that at the outer edge of the 
shear layer, the transverse velocity demonstrates negative 
motion, indicating that outer fluid is entrained inward through 
the shear layer. Moreover note that in the stream near the 
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Fig. 4 Streamwise (a) and transverse (b) mean velocity contours 
in the jet flow field. (Uncertainty in UIU0 = 1.5 percent, V/U0 = 1.5 
percent) 

Fig. 5 Jet flow field intensity plots for streamwise (a) and trans
verse (b) velocity fluctuations. (Uncertainty in u'/U0 = 2.5 percent 
and in v'/U0 = 2.5 percent) 

outer edge of the shear layer, especially around X = 3, 6 and 
10A0 (see Fig. 4(b)), the local maximum and the absolute 
value of the negative transverse mean velocity occur a little 
further downstream than those of the local maximum and the 
positive transverse mean velocity within the shear layer. 
These flow characteristics correspond to the former portion 
of the merging process. Transverse mean velocity induction is 
mainly due to transverse displacement of interacting vortices 
by their amplified subharmonics formed during the merging 
process. The vortex merging process entrains a significant 
amount of fluid into the jet column, resulting in a shear flow 
which spreads rapidly around the above mentioned A0 loca
tions, but decreases in intensity near the vortex mergings 
regions (X = 4 and 8A0). In these regions, two interacting 
vortices become vertically aligned and no longer expand 
transversely. 

Jet flow field intensity contour plots for streamwise and 
transverse velocity fluctuations are depicted in Figs. 5(a) and 
(b). Note that the fluctuation intensities are much more 
intense within the shear layer than those in the potential core 
region; a direct result of their quick growth. In the former 
portion of the vortex merging process, local u'/U0 maximum 
values at X = 3, 6 and 10A0, occur further downstream than 
those of u'/U0. 

The downstream variation in u'p/U0 and v'p/U0 peak 
fluctuation intensities are shown in Fig. 6. Note that the local 
minimum for one component corresponds to the local maxi
mum of the other. This interchange of energy between u' and 
v' is associated with the vortex interaction mechanism namely, 
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Fig. 7 Jet flow field contour plots of turbulent shear stress (a) and 
fluctuation energy production (b). (Uncertainty in u'v'/U£ = 5.0 
percent) 

vortex formation and the merging process. These results are 
in agreement with those defined in our previous research on 
vortex simulation. In earlier research, we found that while 
u'/U0 local maxima and v'/U0 local maxima correspond to 
the point at which two interacting vortices are approxmately 
inclined 30 deg with respect to the streamwise direction in 
the former portion of the merging process (i.e., stage II in 
Fig. 3(b)), u'/U0 local maxima and u'/U0 local maxima 
correspond, respectively, to points where the vortex forms 
and merges. At the latter location in the induced streamwise 
velocity, vertically aligned vortices experience their largest 
cancellation, but produce their largest transverse velocity 
(i.e., stage III in Fig. 3(c)). Although u' and v' have the same 
growth rate when X < 1.8A0, the value of v' becomes larger 
in the developing region dominated by the vortex interaction 
mechanism (1.8A0 < X < 8A0). With such a large transverse 
fluctuation motion, rapid fluid entrainment occurs. An exam
ination of Figs. 6 and 2 reveals, that even though the u'p 
values in the former measured by an X-wire probe appear to 
be slightly lower than those in the latter which were mea
sured by a single-wire probe, u'p evolves in a consistent 
manner. 

Due to the existence of the negative mean velocity gradi-
ent in the shear layer region, positive turbulent shear stress, 
u' v', in this area induces positive fluctuation energy produc
tion, while negative turbulent shear stress exhibits negative 
production. Flow field turbulent shear stress distribution and 
the corresponding fluctuation energy production are shown 
in Figs. 1(a) and (b), respectively. Note the presence of local 
maxima in the shear layer center near the downstream X = 

Y/Yo.s 

Fig. 8 Streamwise and transverse velocity fluctuation intensity 
and turbulent shear stress distribution along the transverse direc 
tion. (Uncertainty in u'IU0 = 2.5 percent, in v' /U0 = 2.5 percent and 
in u'v' /Uo = 5.0 percent) 

1.8, 3 and 6A0 positions, and in the former portion of the 
vortex formation and merging process region. The vortex 
formation and merging locations near X = 2, 4 and 8A0 
retain local minimum shear stresses (or the production), 
resulting in a decrease of turbulent energy. 

Note that the shear flow structures exhibit negative pro
duction behavior in the latter portion of the merging process, 
where the vorticity distribution tilts upstream on the low 
speed side of the shear layer (i.e., stage IV to VI in Figs. 
3(d)-(f)). Browand and Ho (1983) pointed out that negative 
production of turbulence in free shear layers was associated 
with the turning of elliptical vortex structures forming in the 
flow (i.e., the vortex nutation effect). In this situation, the 
momentum flux opposes shear layer flow, resulting in a 
decrease of flow field turbulent energy. In the present experi
ment, due to randomly induced fluctuations and jittering in 
the merging process, no apparent negative production was 
observed in the long-time-averaged flow. In actuality, this 
phenomenon of negative production has only been detected 
in shear flow under higher amplitude excitation by Zaman 
and Hussain (1980) and Oster and Wygnanski (1982). 

In contrast, negative turbulent shear stresses were ob
served near the outer edge of the shear layer in the former 
portion of the vortex formation and merging process region 
(see Fig. 7(a)), indicating that fluctuation energy is reversed 
back into the mean flow in this area. Based on their mixing 
layer investigations, Miau and Hsu (1987) suggested that 
reverse turbulent energy production occurs when the local 
velocity fluctuation intensity exceeds the level provided by 
the mean flow; a supposition that reasonably explains our 
negative production results. In the former portion of the 
vortex interaction process, fluctuation energy increases 
abruptly due to a rapid amplification of the instability waves. 
Near the outer edge of the shear layer, however, the local 
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Fig. 9 Flow property variation during the vortex merging process 

mean velocity is so low that it no longer sustains a high 
fluctuating motion, which leads to the occurrence of negative 
production. 

The variation in u'/U0, v'/U0 and u'v' /Ui streamwise 
and transverse velocity fluctuating velocity and turbulent 
shear stress along the transverse direction are shown in Fig. 
8. Note that their velocity fluctuation peaks occur near the 
velocity center of the shear layer, and that while u' and v' 
values are similar around the former portion of the merging 
process (X = 3, 6A0), v' becomes larger at the vortex forma
tion and merging locations (X = 2, 4A0) due to transverse 
expansion of the interacting vortices. Also note that while at 
the first merging location (X = 4A0), turbulent shear stress 
exhibits double peaks owing to the vertical alignment of two 
vortices. This phenomenon is less prominent at the second 
merging location (X = 8A0) due to the increased effect of 
diffusion on the vortex structures. 

Induced flow properties resulting from vortex interaction 
processes in the developing region of a jet are summarized in 
Fig. 9. In the shear layer region of the former portion of 
vortex formation and the merging processes (X = 1.8, 3, 
6A0), V, u' and u'v' exhibit local maxima, whereas v' con
tains local minima. Conversely, at the vortex formation and 
merging locations (X = 2, 4, 8A0), V, u' and u'v' exhibit local 
maxima, whereas v' contains local maxima. Moreover at 
these positions, jet spreading ceases to increase until the next 
merging process starts and local V and u'v' negative zones 
are observed near the outer edge of the shear layer. The u' 
and v' energy exchange behavior results from variations in 
vortex orientation as well as vortex deformation during vortex 
formation and the merging process. For a related discussion, 
the reader is referred to our previous paper (Hsiao and 
Huang, 1990b). 

(a) production (Piz) 

-o-ooi 

0 10.0 

X/X. 
Fig. 10 Jet flow field contour plots of the total fluctuation energy 
production term (a) and the total fluctuation energy convection 
term (b). (Uncertainty in P12 = 5.0 percent and in 412 = 5.0 percent) 

.0 10.0 

x/\„ 
Fig. 11 Jet flow field contour plots of fluctuation energy produc
tion by normal stresses difference (a) and fluctuation energy con
vection by transverse motion (b). (Uncertainty in P2 = 5.0 percent 
and in A2 = 5.0 percent) 

3.4 Fluctuation Energy Transport Behavior. The inves
tigation of fluctuation energy transport behavior was based 
on our velocity results and takes into account two-dimen
sional flow structure characteristics. According to the turbu
lent kinetic energy equation, the total fluctuation energy 
production term, Pn, is generated from both the turbulent 
shear stress and normal stresses and can be written in the 
form: 

12 •P1+P2=-
H 

u'v 
• au 

~8Y 

~^S dU 
+ (u'2 -v'2) 

dX 
(A) 

The total fluctuation energy convection term, A12, con
tributes to fluctuation kinetic energy convection by mean 
flow motion in both streamwise and transverse directions, 
and can be obtained from: 

H 
12 1 2 £/n

3 

U a ,—r —r. 
(u'2 +v'2) 

2 ax\ I 

+ - - — (u'2 +v'2) 
2 <?yv / 

(B) 

The P12 and An spatial distributions in the near field of the 
jet are shown in Figs. 10(a) and (b), respectively. Note that 
Fig. 10(a) is almost identical to Fig. 7 in which turbulent 
shear stress is depicted, indicating that the shear layer mo
tion does indeed govern the flow field within the developing 
region of the jet. Although the fluctuation energy production 
due to normal stress difference, P2, is also concentrated 
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Fig. 12(a)(6) The downstream variation in the integrated values 
for fluctuation energy production and fluctuation energy convec
tion. (Uncertainty is the same as in Figs. 10 and 11.) 

within the shear layer center as shown in Fig. 11(a), it 
exhibits little influence on the total fluctuation energy pro
duction. The growth and decay of the total fluctuation energy 
production were found to behave in a manner that correlates 
to the coherent structure interaction discussed in the previ
ous section. As for the convective behaviors, the fluctuation 
energy is largely convected along in the streamwise direction 
by the streamwise mean motion (refer to Figs. 10(b) and 
1Kb)). Due to the low value of the V component, the 
transverse convective development (A2) tends to be very 
limited. 

The downstream variation in integrated total fluctuation 
energy production, P12\e, and convection, A12\9, are shown 
in Fig. 12(a). Note that local P12\e minima near X = 2, 4, 
and 8A0 are consistent with the vortex formation and merg
ing locations predicted previously. Local P12\g maxima near 
X = 1.8, 3, and 8A0 correspond to the former portion of 
these vortex interaction processes. Conversely for energy 
convection, the maximum A12\e value occurs near to where 
the initially, most amplified fundamental instability wave 
reaches saturation; in other words, where the vortex forms. 
Note that the energy convection values are higher than those 
of energy production in the X < 3A0 region, indicating that 
the large amount of the fluctuation energy gained there is 
due to the upstream to downstream convection mechanism. 
The downstream variations in the integrated values for P2\e 
and A2\e are depicted in Fig. 12(6). Note that the transverse 
convection motion, A2\e, varies in accordance with the vortex 
interaction processes, signifying that local A2\e maxima oc
cur in the former portion of the vortex interaction process 
(X = 1.8, 3 and 8A0). These results further confirm that A2\e 
possesses a high capacity for transverse momentum transport 
in this region. The fact that local A2\e minima near X = 2, 4 
and 8A0 are positioned at the vortex formation and merging 
locations also lends support to the above statement. The P12 
and An transverse variation at a number of streamwise 
locations is shown in Fig. 13. Note that the P12 values are 

Fig. 13 Total fluctuation energy production and total fluctuation 
energy convection distribution along the transverse direction. 
(Uncertainty is the same as in Fig. 10.) 

consistently higher near the velocity center of the shear layer 
(YQ 5) where turbulent shear stress is highest. Also note that a 
large energy convection occurs close to the inner edge of the 
shear layer. 

4 Concluding Remarks 
In the developing region of a plane jet, jet spreading is 

essentially dominated by coherent structure dynamics. The 
jet spreads in a stepwise manner as a result of vortex interac
tion processes, which include the mechanism of vortex forma
tion and vortex merging. The vortex formation and merging 
locations are determined from the point at which the trans
verse velocity fluctuations for the corresponding primary 
instabilities, namely the fundamental and its subharmonics, 
reach saturation. Within the shear layer, the local transverse 
mean velocity (V), streamwise velocity fluctuation («'), and 
turbulent shear stress (u'u') (representing fluctuation energy 
production) minima, are sustained, while the transverse ve
locity fluctuation (v') experiences a local maximum. Further
more, in this region, jet spreading ceases to increase until the 
next merging process starts and local V and u'v' negative 
zones are observed near the outer edge of the shear layer. 
Maximum V, u', and u'v' values are obtained in the former 
portion of the vortex merging processes, whereas v' contains 
local minima. Variations in these turbulent flow dynamics are 
mainly due to variations in vortex orientation as well as 
vortex deformation during the merging process. 
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Surface Disturbance Evolution and 
the Splattering of Turbulent Liquid 

In this study, we investigate the growth of surf ace disturbances on turbulent liquid 
jets in air and its relation to the amount of splattering when the jet strikes a target. 
A laser-based optical technique is used to measure the instantaneous local amplitude 
of fluctuations on jets produced by fully-turbulent tube nozzles. Measurements were 
made over the portion of the jet between 0.2 and 45 nozzle diameters downstream 
of the nozzle. Jets of water, an isopropanol-water mixture, and water with a sur
factant were studied. The local rms amplitude of surface disturbances scales with 
the jet Weber number and the dimensionless distance from the target. The meas
urements show a nonexponential growth of the rms amplitude as the liquid moves 
downstream. Power spectra of the disturbance amplitudes show broadband turbulent 
disturbances to be dominant over any single wavenumber Rayleigh-type instability. 
The measured rms amplitude of roughness on the jet surface correlates well with 
the fraction of impinging liquid splattered, as hypothesized in previous models of 
splattering. A mathematical model of the free-surface/turbulence interaction is also 
given. The spectrum of surface disturbances is calculated based on the pressure 
spectrum of isotropic, homogeneous turbulence. Both the theoretical model and the 
experiments show that the high-wavenumber portion of the spectrum decays as 
k~,9/3 owing to the damping effect of capillary forces on the turbulent pressure 
spectrum that drives surface roughening. 

1 Introduction 
The disturbances on the free surface of a turbulent liquid 

jet cause splattering of liquid when the jet strikes a surface 
and are thus critical to the control of jet impingement cooling 
and cleaning processes. The rate of surface roughening is also 
important to absorption in jet systems (Kim and Mills, 1989) 
and to jet atomization processes. No detailed measurements 
of the instantaneous amplitudes of these disturbances are avail
able in the literature. Many photographic studies of turbulent 
jets have been reported (e.g., Hoyt et al., 1974), but photog
raphy does not generally provide sufficient temporal resolution 
for high-frequency time-series analysis or spectral determi
nation. The only time-resolved measurements of the turbulent-
disturbance amplitude that the authors have found were by 
Chen and Davis (1964), who presented a few rms amplitude 
measurements obtained with an electrical conductivity probe. 
The accuracy of those data was severely limited by the inter
ference of the instrument with the flow. 

In the present work, we use a laser-based optical technique 
to measure the amplitudes of fluctuations on the free surface 
of a turbulent jet in air (following Tadrist et al., 1991). This 
instrument, consisting of a laser light sheet, a photosensor, 

Contributed by the Fluids Engineering Division for publication in the JOURNAL OP 
Rums ENGINEERING. Manuscript received by the Fluids Engineering Division Sep
tember 15, 1993; revised manuscript received May 10, 1994. Associate Technical 
Editor: M. W. Reeks. 

and lenses, is capable of measuring fluctuations in jet diameter 
at frequencies up to about 1 MHz. The jets were produced by 
fully developed turbulent pipe flow issuing from straight tube 
nozzles. 

A key objective of this study is to assess the relationship 
between jet surface roughness and splattering during jet im
pingement. In a previous study, we examined the process by 
which liquid droplets are splattered when a turbulent jet im
pacts a solid surface normal to its axis (Bhunia and Lienhard, 
1994). Splattering was found to occur when disturbances on 
the jet are carried into the liquid moving along the target, 
where they are amplified and cause droplets to be ejected. The 
results of that study showed that spattering increases as the 
dimensionless jet length increases and as the jet Weber number 
increases (i.e., as surface tension decreases). Since turbulent 
roughening of the jet surface is greater for longer jets and for 
jets of lower surface tension, these trends were credited to an 
increasingly rough jet surface when the jet reached the target. 
The present measurements allow a direct test of the correlation 
between jet surface-roughness and the fraction of incoming 
liquid that is splattered. 

A mathematical model of free-surface response to turbulence 
is also developed. At modest values of air-side Reynolds num
ber, the free surface deforms in response to turbulent pressure 
fluctuations in the liquid. Capillary pressure provides the re
storing force that balances the turbulent pressure, and this 
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Fig. 1 Optical probe for measuring the instantaneous amplitude of 
surface disturbances 

balance determines the amplitude and evolution of the free-
surface disturbances. Here, the high wavenumber (small scale) 
range of the turbulent pressure spectrum is modeled using 
results for homogeneous, isotropic turbulence. A force balance 
between turbulent and capillary pressure is used to calculate 
the high wavenumber spectrum of the surface disturbances. 
The theory shows the spectrum to decay as the - 19/3 power 
of wavenumber, owing to the capillary damping of the tur
bulent pressure spectrum. This result is in good agreement with 
the measured spectra. 

2 Experiments 
A laser-based optical instrument (Fig. 1) was used to measure 

the fluctuation amplitudes on the free surface of a turbulent 
jet in air. A similar instrument was used earlier by Tadrist et 
al. (1991) to measure the surface disturbances on laminar liquid 
jets. A 2.4 mW He-Ne laser beam was transformed into a 
collimated sheet of light by sending it successively through a 
glass rod and a cylindrical lens (focal length, L - 44 mm). This 
light sheet was further thinned and focused onto the liquid jet 
by passing it through the axis of a cylindrical lens (Z,= 100 
mm) so that an approximately 0.1 mm thick light sheet inter
sected the jet perpendicular to its axis. A collecting lens (L = 44 
mm) focused the portion of the light sheet unintercepted by 
the jet onto a photosensor. 

The photosensor was based on an EG&G Vactec photodiode 

(VTP 8552) and had a dynamic range of about 1 MHz. A 5 
Vdc reverse bias was applied to the photodiode, reducing the 
junction capacitance to 44 pF. The voltage drop across a re
sistor placed in series with the photodiode provided a signal 
corresponding to the amount of laser light power incident on 
the diode. Static calibration showed perfectly linear voltage 
variation of the measuring system with the width of the in
tercepted portion of the collimated laser sheet. The rms de
viation from linearity was 1 percent of the full scale, i.e., of 
the voltage reading corresponding to the entire laser sheet. 
Precise measurements of the diameters of transparent glass 
rods with this instrument indicated that refraction of light by 
the object measured has negligible influence on the data. The 
glass rod (or liquid jet) acts as a diverging lens, and only a 
negligible portion of the laser sheet is refracted into the di
rection of the collecting lens. In other words, the jet is effec
tively an opaque obstruction to the laser sheet. 

The output of the photosensor was analyzed by a digital 
oscilloscope (Hewlett Packard 54200 A/D) and a spectrum 
analyzer (GenRad 2512A). The oscilloscope provided the true 
rms voltages over time intervals of the signal. Several such rms 
voltage outputs were recorded to obtain the rms of the total 
voltage signal (AC + DC), called Vtot, at a given jet axial lo
cation. The rms AC component of the signal, Kac, was also 
recorded at each location. Then, to measure the amplitude of 
fluctuations at one point on the jet surfce, half of the width 
of the light sheet incident on the jet was obstructed by an 
optical mask, so that only the fluctuations from one side of 
the jet contributed to the fluctuating light power received by 
the photosensor. The corresponding AC rms signal is denoted 
by V\n- In addition, the steady voltage signal corresponding 
to the entire light sheet, without any interception by the jet, 
was obtained as V0. Owing to the linearity of photodetector 
response, the ratio of rms amplitude of surface fluctuations 
to the mean jet diameter1 can be obtained from these meas
urements as 

urms 
d ~~ 

Vu 
(1) 

The GenRad 2512A spectrum analyzer had a frequency band-

The contraction coefficient for turbulent jets leaving pipe nozzles is essentially 
unity. Throughout this study, we treat nozzle diameter and initial mean jet diameter 
interchangeably. 

Nomenclature. 

d = nozzle diameter, m 
F(k) = three-dimensional iso

tropic turbulent pressure 
spectrum, N2/m 

G(-q) = power spectrum of the 
amplitude of free surface 
disturbances, Eq. 8 

k = wavenumber, 1/m 
k\, k2, ki = j(x, y, z) Cartesian com

ponents of the wavenum
ber vector, 
^ = Ar? + Ari + Arf, 1/m 

kp = resultant wavenumber in 
the (x, y) plane, 

V k] + k\, 1/m 
/ = integral scale of turbu

lence or distance of tar
get from nozzle, m 
fluctuating component of 
pressure, N/m2 

time, s 
jet free surface speed, 
m/s 
jet bulk velocity at the 
nozzle exit, m/s 
rms turbulent speed in 
liquid, m/s 
jet Weber number, 
pujd/a 
distance from the nozzle 
exit along the jet axis, 
m 

(x, y) = Cartesian coordinates in 
the plane of the mean 
liquid surface, m 

P = 

t 
u 

uf 

u' = 

Werf 

x = 

instantaneous height of 
the jet surface disturb
ances, i.e., instantaneous 
radius minus local mean 
radius, m 
ensemble average of <52, 
m2 

rms height of surface dis

turbances, y(82), m 
dimensionless wavenum
ber of the free surface 

disturbances, lykj + kj 
splattered fraction of 
incoming jet's liquid 
liquid density, kg/m3 

surface tension between 
jet liquid and surround
ing gas, N/m 
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Fig. 2 Variability in repeated measurements of the rms disturbance 
amplitude: water, d=5.8 mm 

width of dc to 100 kHz and an amplitude range of 6 decades 
for the power spectra. 

Jets were produced by fully developed turbulent pipe flow 
from tube nozzles of diameter d— 2.7 - 5.8 mm. Measurements 
were made over the portion of the jet between 0.2 and 45 
nozzle diameters downstream of the nozzle. Most experiments 
were conducted with water; however, for some runs the surface 
tension was varied by using isopropanol-water mixtures or by 
using a surfactant detergent. In each case, the surface tension 
was measured with a ring gauge. Direct measurement of the 
flow rates (by volume collection) provided the jet Weber num
bers with ±3 percent uncertainty (at 20:1 odds). 

Full details of the jet apparatus are given by Bhunia and 
Lienhard (1994). That study also reports measurements of the 
fraction of the jet liquid splattered, £, during jet impingement 
on smooth, solid targets under isothermal conditions. As de
scribed in that report, the jet Reynolds number has only a very 
weak influence on the turbulence intensity of jets produced by 
fully developed pipe flows. Therefore, in the present report, 
the jet Reynolds numbers are not mentioned, although they 
can be calculated easily from the nozzle diameters and Weber 
numbers provided with each data set. The Reynolds number 
here ranges from 20,000 to 49,000. 

Each measurement of <5rms is based on an estimated number 
of 1000 samples. The actual number of samples varied because 
of the sampling technique used by the oscilloscope, which 
reported an rms voltage based on samples that typically had 
about 100 points. Ten to twelve of the resulting values of <r 
were averaged to obtain the reported results. Some additional 
uncertainty can enter into the measurements when the jet We
ber number and the length of the jet, x/d, become large enough 
that droplets are stripped off the jet surface and enter the air 
flow around the jet. For the measurements reported here, 
however, this droplet stripping was either absent or of a neg
ligibly low amount. 

3 Results of Experiments 
Figures 2, 3, and 4 show the rms amplitude of disturbances 

on turbulent water jets in air. To determine the run-to-run 
variability of the measurements, several tests were repeated at 
nearly identical conditions (Fig. 2). The Weber numbers for 
each test were equal to within the uncertainty limits of ±3 
percent. The rms deviation of the measurements from a second 
or third order least-squares fit was 0.009, which is about 9 
percent of the maximum rms disturbance for this case. The 90 
percent confidence intervals of the measurements (according 
to a chi-squared test of 1000 sample points) are so small that 
they have essentially the same size as the symbols plotted. 

Figure 3 shows the fitted curves for repeated measurements 
°f Srms/d at two different jet Weber numbers. Although the 

| .10 

Rms deviation = 0.009 

Rms deviation = 0.009 

30 
x/d 

D d = 5.8mm, Wed = 3130 

• d = 5.8 mm, Wed = 1430 

Fig. 3 Measurements of sml at two different Weber numbers. For each 
We,,, a second-order least-squares curve is shown, together with the rms 
deviation from it 

d = 5.8 mm, Water, Wed = 5395 

d = 5.8 mm, Water, We. = 1389 

Fig. 4 Measurements of 5rms at two different Weber numbers, with faired 
curves for each 

ranges of variability for the two data sets overlap, the averaged 
curves show a dependence of the surface disturbance amplitude 
on the Weber number. This dependence is more pronounced 
in Fig. 4, which compares jets having a larger difference in 
Weber numbers. 

The amplitudes of disturbances are very small near the noz
zle. As the liquid moves downstream, the disturbances grow, 
but they do not exhibit the exponential increase with x/d that 
would be expected from Rayleigh's capillary instability theory 
(Drazin and Reid, 1981; Lienhard et al., 1992). Some consid
eration of the graphs also shows that the disturbance growth 
rate parameter predicted by Rayleigh's theory, (x/eOA/Wed, 
cannot correlate the disturbance amplitude data for jets of 
different diameters and Weber numbers. 
' Figure 5 compares the surface roughness evolution for liq
uids of different surface tension. One case represents a mixture 
of 10 percent by volume isopropanol in water, which has a 
static surface tension 58 percent lower than pure water (0.042 
N/m versus 0.072 N/m). The evolution of 8rms compares fa
vorably with the data for a water jet at the same Weber number 
and x/d. 

Figure 5 also show data for a surfactant-water jet. At rest, 
the surfactant solution has a surface tension of only 0.027 N/ 
m. Our previous study of splattering (Bhunia and Lienhard, 
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1994) showed that surfactants have no effect on splattering 
behavior: the splattering scaled with a Weber number based 
on the surface tension of pure water, rather than the surface 
tension of the static surfactant mixture. From this, it appeared 
that the turbulent jet surface never achieves a sufficient con
centration of surfactant to exhibit a lowered surface tension, 
either because the diffusion timescales are too long relative to 
x/Uf or because turbulent free-surface renewal limits the sur
factant's surface concentration. Figure 5 supports that con
clusion, since the roughness evolution of the surfactant jet is 
identical to that of a pure water jet having the same size and 
speed. For those data, the higher Weber number shown is based 
on the static surface tension, while the lower is based on the 
surface tension of pure water. The lower value equals that of 
the pure water jet. 

When a turbulent liquid jet impinges onto a solid target, 
droplets are splattered off the liquid sheet that moves across 
the target. Figure 6 reproduces measurements of the fraction 
of incoming jet liquid splattered, £, reported earlier (Bhunia 
and Lienhard, 1994). Near the nozzle (x/d < 10, say), £ changes 
very little as the jet Weber number varies from 1400 to 7300. 
Similarly, the variation in 8ms/d with the jet Weber number 
in Figs. 3 and 4 is also relatively weak near the nozzle. Farther 
downstream, the dependence on jet Weber number is stronger 
both for 8Tms/d and \. These observations suggest a correlation 
between the two variables, and such a correlation was the basic 
hypothesis of previous models of splattering (Lienhard et al., 
1992). We may now examine this correlation quantitatively. 

Figure 7 shows the splatter fraction, £, as a function of the 
rms amplitude of jet surface disturbances. Each point on this 
graph is obtained by plotting a previously measured splatter 
fraction £ (Bhunia and Lienhard, 1994) against 8rms/d from 
present experiments for jets of same Weber number and x/ 
d=l/d. Each set of data for a given nozzle diameter and Weber 
number consists of measurements at several different axial' 
locations, x/d. The correlation is reasonably clear, given that 
both 5rms and £ have significant variability, and this provides 
further evidence that the jet impingement splattering results 
from the presence of surface disturbances on turbulent jets 
and is governed by the amplitude of those disturbances. 

For more unusual liquids, various surface-tension phenom
ena can be expected to alter the surface-roughness evolution 
and its relation to splattering. For example, surface polymer
izing agents (such as are often used to suppress to jet breakup) 

A d=4.4 mm, Rerf=98097, Werf=31243 
d=4.4 mm, Re .=48284, 
d=2.7mm,Re,=37141, 

d=5.8mm, Re,=47800, 
d=4.4mm, Re^=41437, 

We,=7564 
Werf=7096 

We(J=5628 
, We .=5420 

• d=2.7 mm, Re>31868, We"=5373 

o d=5.8mm,Re<i=35986,Wei=3101 
+ d=4.4 mm, Re =30090, 

' a * d=2.7 mm, Re .=24580, 

d=5.8 mm, Rerf=24507, 
d=4.4 mm, Red=20988, 
d=2.7 mm, Red= 16320, 

Werf=2858 
We.=3108 

a 
We=1479 
We/=1430 
Wê =1409 

a 

Fig. 6 Splattering as a function of nozzle-to-target separation and jet 
Weber number. The solid lines are fitted curves through groups of data 
having Wed constant to within Its uncertainty (±3 percent) 
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Fig. 7 Dependence of the splattering fraction on the rms amplitude of 
surface disturbances 

may be expected to suppress splattering significantly. As an
other example, long chain alcohols in aqueous solution require 
a finite time to establish the static surface tension at a freshly 
formed liquid surface (Addison, 1945), owing to their tendency 
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to form a surface monolayer. Thus, for long chain alcohol 
solutions, a simple Weber number may not effectively scale 
roughness evolution and splattering, in contradiction to our 
observations for isopropanol. 

3.1 Roughness Spectra. The local distribution of dis
turbance wavelengths on the jet surface can elucidate the mech
anism of surface roughening. Figure 8 shows the spectra of 
surface-disturbance amplitudes at several different axial lo
cations. The ordinate is proportional to the power spectrum 
of the free surface disturbance amplitude, G(k\l) (see Eq. (8)) 
and the abscissa is uk\, where k\ is the wavenumber in the 
direction of the jet axis, u is the free surface velocity, and / is 
the integral scale of turbulence. The spikes at very high fre
quencies are a reproducible noise signature of the electronics. 

These graphs of power spectrum versus disturbance wave-
number show that broad-band turbulent disturbances are more 
prevalent than any single-wavenumber disturbance related to 
a Rayleigh-type instability. In the sense of Rayleigh's capillary 
instability, the low wavenumbers are unstable and the high 
wavenumbers are stable; the most unstable wavenumber cor
responds to «&! = 1017 Hz. Although this frequency is within 
the portion of the spectrum that contributes most strongly to 
the variance of surface roughness (the "knee"), the spectra 
retain the general appearance of a turbulent cascade from low 
to high wavenumber. The coupling of the turbulent pressure 
to the capillary pressure drives the spectral distribution. 

These log-log spectral plots show a portion of very nearly 
linear decrease in the spectral amplitude, characteristic of high 

Gas 

8(x,y,t) 

p( x,y, z, t ) 
Liquid ~ — — - -

Fig. 9 Geometry of the free surface over a turbulent liquid 

wavenumber turbulence. Except for measurement locations 
very close to the nozzle, the slope of this linear portion is 
- 19/3. This novel result is explained in detail in the following 
section. Similar spectra were obtained for jets of other sizes 
and the other Wed. 

4 A Model for Turbulence-Induced Free Surface Dis-
. turbances 

To examine the relationship between the disturbance spec
trum and the pressure spectrum, let us consider a planar free 
surface of infinite dimensions with a turbulent liquid of infinite 
depth on one side of it (Fig. 9). A rectangular Cartesian co
ordinate system is positioned so that the (x, y) plane coincides 
with the mean location of the free surface and negative values 
of z lie within the liquid below the surface. Let 8(x, y, t) be 
the instantaneous amplitude of small surface disturbances rel
ative to the mean free surface position, and \ttp{x, y, z, t) be 
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the fluctuating component of liquid pressure at any location 
(x, y, z). Since the pressure fluctuations on the free surface 
are balanced by the surface tension, we have at z = 0 

(d2b d25\ 
P=-4TJL + T-2) (2) \d* dy\ 

Let us define Fourier transforms of 5 and p as follow: 

b=\ \ A(*„ k2, 0e-i(k^k^y)dkxdk2 (3) 

and 

!

O0 rtOO nOO 

P(ku k2, k3 t)e~Hkix+^+k^dkidk2dk3 (4) 
-co v ~- <x> v — oo 

Substituting into Eq. (2), we get 

( P(ku k2i k3i Qdki = o(kl + k%)A(ku k2, t) (5) 

To describe any time-evolution of the statistical moments of 
8 and p, the Navier-Stokes equation with proper boundary and 
initial conditions must be used. In this model, we restrict our 
attention to the instantaneous statistical relation between p 
and 8. We suppose the statistics to be taken over spatial in
tervals large compared to the turbulent integral scales but small 
compared to the axial distance over which the surface dis
turbances evolve significantly. In practice, this means wave
lengths of a few jet diameters or less. Since the actual 
measurements are time averages taken at a single spatial lo
cation, we are in effect applying the usual Taylor hypothesis 
(Monin and Yaglom, 1975) to obtain the wavenumber spectrum 
from the frequency spectrum, with frequency = uk\. Thus, while 
the statistics of p and 5 in the subsequent analysis are instan
taneous spatial averages, the measured parameters correspond 
to time-averages at any spatial location. 

Assuming the turbulent pressure fluctuations to be a spatially 
homogeneous stationary random process, the three-dimen
sional turbulent pressure spectrum, F(k), can be defined in 
the usual way by taking a one-point ensemble-average moment 
of Eq. (4): 

{
00 pOO « 

- o o " - o o « 

F(k)dkxdk2dkl (6) 

where the * indicates a complex conjugate.2 Multiplying Eq. 
(3) by its complex conjugate and ensemble averaging, we obtain 
with Eqs. (5) and (6) 

¥=¥~8= f J " . ?c*OT f/(*)dMMfcl (7) 

For isotropic, homogeneous turbulence (George et al., 1984), 

F(k)~0.26P
2u'Al3(kl)-"n, kl»\ 

where u' is the rms fluctuating component of turbulent velocity 
and / is the integral scale of turbulence. Let us define the one-
dimensional spectrum of disturbances, G{-q), by the following 
equation: 

i2 \ G(r,)dr, (8) 

Here, t\ is the wavenumber of the free surface disturbances 
nondimensionalized with the integral scale of turbulence, /. 
From Eqs. (7) and (8), it follows that at high wavenumbers 
( i j » 1) the disturbance spectrum is 

G(r/)~0.26x27r PV4 dk. 

a2 
Kp (*5 + *3)' 

(9) 

2For wavevectors k' and k, P* (k')P(k)=F{k) So™ (k'-k) if p is a stationary 
random function. 

where we have transformed from Cartesian to polar coordi
nates in the wave number plane [(k,, k2)~(kp, 0)], with ij = kpl. 
Upon evaluating the integral, the spectrum of free-surface 
turbulent disturbances is found to be 

G(ij)~2.41 P VV 
o2 > » ) » 1 (10) 

This result explains the observed - 19/3 slope in the log-log 
plots of the disturbance spectra as being a consequence of the 
k\ ln variation of the one-dimensional spectrum of the pres
sure fluctuations (George et al., 1984) and a factor of k\ 4 

introduced by the derivatives of <5 in the capillary force balance 
equation. It should be noted that this is the steepest possible 
slope for wave numbers less than the Kolmogorov scale. For 
free surfaces over liquid having a significant mean shear stress, 
we expect different slopes at high wavenumber, since the cor
responding pressure spectra have different slopes (George et 
al., 1984). For example, in the case of jets, near the nozzle we 
should see slopes different from - 19/3 at high wave numbers. 
These conclusions are each confirmed by the measured spectra 
(Fig. 8). 

The success of this model is due in part to its focus on the 
high wavenumbers: theoretical and experimental studies of 
otherwise-homogeneous turbulence near a plane interface show 
that the higher wavenumbers retain a homogeneous character 
near the free surface (Hunt and Graham, 1978; Brumley, 1984). 

Finally, it is interesting to note that for small amplitudes, 
the mean increase in jet surface area is proportional to 
jo° •ti2G(j])dt}, as can be shown by manipulation of the integral 
for surface area in terms of 5(x, y). This implies that the high 
wavenumber spectrum of the surface-energy increase of the 
jet is proportional to i}2G{i}) ~ i j " 1 3 / 3 . 

5 Conclusions 

A nonintrusive optical technique has been used to measure 
the instantaneous amplitude of surface disturbances on tur
bulent liquid jets and to study the evolution of rms surface 
roughness. The spectrum of disturbance amplitudes has also 
been measured, and a simple theory for its high wavenumber 
behavior has been developed. 

8 Measurements show a nonexponential growth of the rms 
amplitude of jet surface disturbances as the jet travels 
downstream. The disturbance evolution depends on We
ber number and x/d. 

8 Surface-tension effects on jet roughness scale with the jet 
Weber number, as demonstrated by comparing results for 
water jets and isopropanol-water jets. Surfactants have 
no effect on the roughness, presumably because the sur
factant is unable to reach the surface concentration nec
essary to alter surface tension. 

8 The amplitude of turbulent jet surface disturbance is cor
related with the fraction of liquid splattered during jet 
impingement. 

8 The spectra of surface disturbances show that turbulent 
disturbances dominate over any single-wavelength Ray-
leigh-type unstable disturbance. The log-log slope of the 
disturbance spectrum at high wavenumber is - 19/3. Near 
the nozzle, the high wavenumber slopes are different ow
ing to alteration of the pressure spectrum by the residual 
mean shear force in the bulk liquid. 

8 A mathematical model of free-surface/turbulence inter
action is developed. The model predicts the observed 
k~l9n high wavenumber decay of the disturbance spec
trum. 
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The Wave-Thinning and Breakup 
of Liquid Sheets 
In this study, the radially thinning liquid sheets formed by a simple splash plate 
nozzle were investigated. These sheets, observed using high-speed video and 16 mm 
photography, were found to breakup by way of a localized rupture mechanism. The 
sheet is thinned by geometric distortion due to the radial expansion of the sheet, 
and by stretching caused by the presence of large amplitude sinuous waves. The 
downstream sheet thickness in the wave-thinned region was calculated from exper
imentally measured perforation growth rates. These thicknesses were found to be 
about 12 percent of the predicted value for an undisturbed sheet. Trends in the 
downstream position at which significant thinning due to sinuous waves is predicted 
to occur agree with trends in experimentally measured rates of hole formation. 

Introduction 
The breakup of liquid sheets has been the subj ect of extensive 

investigation, and a number of disintegration mechanisms have 
been proposed. Dombrowski and Fraser (1954) described two 
mechanisms of bulk sheet breakup, one involves waves and 
subsequently ligament formation, and the second mechanism 
is based on sheet perforations. 

A simplified description of the wave mechanism of breakup 
presented by Fraser et al. (1962), is as follows. Wave-like 
disturbances present in the sheet grow as the liquid expands 
downstream. When the wave reaches some critical amplitude, 
the sheet breaks at uniform, half-wave length intervals forming 
bands of fluid. These bands contract into cylinders, and in a 
mechanism similar to that for jets, these cylinders break up 
into drops. 

Hagerty and Shea (1955) performed an analytical investi
gation of the growth of waves in a planar inviscid sheet. They 
showed that only two wave forms could exist: sinuous waves, 
for which the upper and lower sheet surfaces move in phase, 
and dilational waves, for which the motion of the surfaces is 
out of phase. It has been demonstrated (Hagerty and Shea, 
1955; Crapper et al., 1975a,b) that the sinuous disturbances 
always grow faster than the dilational disturbances, and that 
there is a single sine wave of optimum growth. 

Dombrowski and Johns (1963) included the effects of the 
liquid phase viscosity, and found that the growth rate of all 
disturbances was reduced; however, a single wave of optimum 
growth was still predicted to exist. Weihs (1978) included the 
effects of the radially thinning geometry in his analysis of 
viscous liquid sheet stability. Again, a single wave of optimum 
growth was predicted. The wavelength of the optimum dis- ' 
turbance was predicted to be a function of the sheet thickness 
and the liquid viscosity. 

In the second mechanism of breakup, perforations, are 
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formed in the sheet. As these holes expand under the action 
of surface tension forces, thick rims are formed. These rims 
interact to form a web of strands which breaks up into drops. 

The source of the perforations described by Dombrowski 
and Fraser (1954) has been investigated. Possible causes of 
sheet rupture include the presence of suspended solid particles 
(Dombrowski and Fraser, 1954), and particle impingement 
(Fraser et al., 1962). 

A broad distribution of drop sizes is a common feature of 
the sprays formed by sheet producing nozzles. This distribution 
is believed to be a consequence of random variations in the 
physical steps involved in the formation, destabilization, and 
disintegration of the liquid sheet. In this study, experimental 
and analytical investigation of the liquid sheets formed by a 
simple splash plate nozzle has been performed in order to 
identify the key steps in the breakup process. Emphasis has 
been placed on determining the processes causing the formation 
of a distribution of drop sizes. 

Experimental Approach 
A sketch of the flow loop used in this study is shown in Fig. 

1. A 1.2 mx 1.2 m (4 ft. x4 ft.) galvanized steel tank acts as 
a reservoir for the test fluid. The bottom of the tank slopes 
toward a drain located in the center of the base, providing 380 
liters (100 gallons) of storage capacity. Plexiglass walls extend 
upward on all four sides to constrain the spray. These trans
parent walls provide flexibility in locating the lighting sources 
needed to image the sprays. In addition, a 0.5 mx0.5 m (20 
in. x 20 in.) Plexiglass window installed in the bottom of the 
tank allows the spray to be illuminated. 

Six nozzles were used to produce straight jets. The orifice 
diameter of each nozzle was measured using a telescope gage. 
The reported diameter is the average of four measurements 
made at equally spaced locations around the orifice. All of the 
nozzles were selected to mate with a 1/2 in. nominal female 
pipe connection. The entrance region, where the flow area 
decreased from the 1/2 in. pipe to the final orifice dimension, 
varied with nozzle design. The exit of five of the nozzles was 
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data 
acquisition 

P = flush mounted pressure transducer 
T = type-J thermocouple 
V = flow control 

Fig. 1 Sketch ol the spray apparatus 

a straight length at the final orifice diameter. The sixth nozzle 
was a sharp edged orifice. 

A threaded support rod, welded to the base of the tank 
directly below the discharge orifice of the nozzle, provides 
support for a polished, silicone coated, stainless steel plate. 
The plate is 5.08 cm (2 in.) in diameter. Threaded positioning 
bars connect the support rod to four equally spaced locations 
on the base of the reservoir. Using these positioning bars, the 
support rod can be adjusted to ensure that the plate surface 
is horizontal. Because the plate was mounted in the center of 
the reservoir, the liquid sheet, formed from the impact of the 
jet on the plate, travels a minimum distance of 0.6 m (2 ft) 
before striking the Plexiglass walls encompassing the spray 
chamber. 

A Xybion high-speed video camera recorded images of the 
spray during breakup. The Xybion obtains images at a constant 
rate of 30 frames per second; however, the exposure time can 
be varied continuously from 25 nanoseconds to 10 milli
seconds. The short exposure times were necessary to effectively 
freeze the motion of the sheet so that details of the breakup 
process could be observed. A Hycam high-speed 16 mm camera 
was also used to collect images of the spray on Kodak Tri-X 
and 4-X film. Rates of 4000-7000 frames per second were used. 
The exposure time for the Hycam is equal to 1/2.5 times the 
reciprocal of the framing rate. 

Results 

Radial Distribution of Perforations. Liquid sheets were 
formed by the perpendicular impingement of a circular jet on 
a polished disc. The jet diameter was varied by using three 
nozzles with different orifice sizes (#1-3). Each nozzle was 
operated over its practical range of jet velocities using a glyc-
erol/water solution as the test liquid (viscosity = 62 ± 3 cp; den
sity = 1215 ± 1 kg/m3). For each nozzle there was a minimum 
critical jet velocity, below which radially thinning sheets could 
not be formed. Rather, the fluid spreading out from the plate 
surface collapsed in on itself forming bells as described by 
Taylor (1959). The maximum jet velocity that could be inves
tigated was fixed by the mechanical limitations of the pump. 
The range of jet velocities are provided in Table 2. 

The high-speed video camera was focused on a small area 
of the sheet, downstream from the plate edge. Images were 
collected for approximately one minute; thus, about 2000 im
ages were obtained during each trial. This process was repeated 
at a series of downstream positions. One thousand images were 
viewed for each combination of nozzle diameter, jet velocity, 
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Table 1 Orifice diameters of the straight jet nozzles used to 
produce splash plate sheets 

I.D. 

#1 
#2 
#3 
#4 
#5 
#6 

Nozzle 

Bete Fog NF-6000 
Bete Fog NF-8000 
Bete Fog NF-10000 
S.S. Co. QU-00120 
S.S. Co. QU-00200 

Sharp Edge 

Measured 
diameter 

4.83 mm 
5.56 mm 
6.07 mm 
6.56 mm 
8.45 mm 
6.36 mm 

Fig. 2 Representative imaging areas for the perforation count experi
ments 

and downstream location. The perforations observed in these 
images were counted, and the size and scale of the images were 
recorded. 

The imaging area was independent of the downstream lo
cation; thus, the fraction of the total circumferential area of 
the spray observed varied with the radial position. Therefore, 
to provide a uniform basis for comparison, the observed per-
formation counts were normalized. The area corrected per
foration count, (A^)area, was obtained by first multiplying the 
number of perforations observed, (Np)obs, by the ratio of the 
circumference of the spray sheet at the imaging position, r, to 
the width of the imaging area, W. This value was then divided 
by the radial span of the imaging area, S, to obtain 

(Np)m^(Np)obsx(^), (1) 

where: 
r= radial position of the center of the imaging area 

[m]; 
(Np)obs = number of perforations observed at downstream 

position, x; 
(A'£>)area = area corrected number of perforations per 

centimeter of radial span; 
W= lateral width of the imaging area [m]; and 
S = radial span of the imaging area [cm]. 

The width and span are defined in Fig. 2 for two repre
sentative locations. 

In order to estimate the number of new perforations formed 
in a given range of downstream positions, the area corrected 
perforation count at each location was modified to exclude 
the perforations accounted for at positions upstream of that 
location. Thus, if the sheet is imaged at some number of radial 
positions, M, then the number of perforations reported for 
the mih position (where 2<m<M) is given by 
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Table 2 Operating conditions for the perforation number 
density experiments 

Nozzle 
Number 
of trials 

Number of 
locations 

Range of 
locations (cm) 

Range of jet 
velocities (m/s) 

#1 
#2 
#3 

22 
38 
16 

13-21 
8-21 

10-20 

15-20 
12.5-22.5 
12.5-22.5 

(Np)Kn,m=(Np)s 2 IW* (w>2). (2) 
y'-i 

The reported number of perforations is equal to the area 
corrected number of perforations for the first radial location; 
therefore, for m=\, 

(Np)tep,i= (Np)^^. (3) 

In the discussion that follows, the term "perforation count" 
refers to (A/p)rep,m. 

For each perforation count experiment, the number of holes 
observed was counted for ten sets of 100 images. An estimate 
for the error in the reported number of perforations per 1000 
images can be obtained from the standard deviation in the 
number of perforations observed in these sets of 100 images. 
Based on these data, the uncertainty at the 95 percent confi
dence level was calculated. 

When the number of observed perforations was small (less 
than 10 holes/1000 images) the uncertainty limits were large 
and include zero perforations in their range. Excluding these 
trials, the average uncertainty in the observed perforations per 
1000 images is + / - 2 5 percent. 

The range of operating conditions investigated is given in 
Table 2. The radial perforation distribution as a function of 
the jet velocity is shown for two nozzle orifice diameters in 
Figs. 3 and 4. As can be seen in these plots, only a small 
percentage of the total number of perforations observed oc
curred in the region near the splash plate (/•< 16 cm). This 
relatively undisturbed portion of the spray was followed by a 
narrow band of downstream positions in which a rapid increase 
in the number of observed perforations was recorded. The 
downstream location at which this transition occurred varied 
with the orifice diameter and the jet velocity. In general, for 
a fixed orifice diameter, the downstream position at which a 
large increase in the number of perforation occurred decreased 
with increasing jet velocity. 
The relation for the sheet thickness is given by (for derivation, 
see Watson, 1964) 

H(r)-
/ 2 ^ vjS + T3' 

Qr 
(4) 

where Q is the volumetric flow rate {Q=-wd\Ua/A; v is the 
kinematic viscosity; and T is a characteristic length scale which 
can be obtained from 

r = 0.330rf0Rejet3, (5) 
as derived by Watson (1964). The numerical constant in this 
expression has been corrected for differences in the definitions 
for the length scale and the Reynolds number between this 
work and the original work by Watson. Here, the Reynolds 
number is defined as 

Rejet — 
Pliq̂ O Up 

Mliq 
(6) 

where Uo is the average jet velocity. After substituting the 
definitions for the Reynolds number, the volumetric flow rate, 
and the characteristic length scale, Eq. (4) can be made di-
mensionless by dividing through by the theoretical inviscid 
sheet thickness Hjm(r) = d\/%r, thus obtaining 

x (cm) 

d0 =4.83 mm • 13 

H15 

|= j l7 

H!1 9 a 

^ 1 9 b 

• 21 
m +25% 

T i -25% 
uncertainty 

17.1 19.8 

jet velocity (m/s) 

Fig. 3 Number of perforations reported for d0 = 4.83 mm 

1000 

900-

800-

700-

« » • 

500-

400-

300-

200-

100-

0-
13.6 24.7 

Fig. 

16.7 19.3 21.9 
jet velocity (m/s) 

4 Number of perforations reported for d0 = 6.67 mm 

^ 1.39 + 
38.7 
Re. 'jet 

(7) 

The sheet thickness ratios predicted with this equation were 
compared to experimental values obtained for the splash plate 
nozzle used in this study. The sheet thickness was measured 
using three mechanical probes spaced 120 deg apart, all located 
2.14 ±0.04 cm downstream from the center of jet impact on 
the plate. The vertical position of each probe was adjusted 
with a micrometer until the tip just contacted the top surface 
of the spreading liquid. The thickness of the sheet was taken 
as the difference between this position and the reference lo
cation of the top surface of the plate. A summary of the range 
of operating conditions investigated is given in Table 3. 

The sheet thicknesses measured by each of the three probes 
were used to calculate an average sheet thickness and the stand
ard deviation of the probe measurements. The normalized 
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Table 3 Range of operating conditions investigated in the 
sheet thickness studies 
Nozzle 

style 

#1 
#6 
#4 
#5 

do 
(mm) 

4.66 
6.36 
6.56 
8.45 

Number 

of trials 

18 
21 
14 
17 

Velocity 

(m/s) 

8.6-24.9 
5.9-17.2 
5.6-18.3 
3.0-12.6 

Viscosity 

(cp) 

69-85 
51-67 
79-102 
85-96 

Density 

(kg/m3) 

1220 
1210 
1220 
1220 

Reynolds 

number 

900-3200 
1300-4400 
700-2500 
500-2400 

2500 

c 
9 T 

8 

7 

6 

5 

4 

3 

2 

1 

0 

Fig. 5 

linear regression • »-> 

boundary layer solution 

0.05 0.1 0.15 0.2 

(1/Re,jet)(x/do)A3 

Dimensionless sheet thickness correlation 

standard deviation (the standard deviation divided by the av
erage sheet thickness) varied from one to 20 percent, with an 
average value of six percent. 

The average thicknesses were made dimensionless with 
respect to the inviscid sheet thickness and plotted versus 
(1/Rejet) (r/d0)

3, as shown in Fig. 5. Equation (7) is shown as 
a solid line, while the best fit linear regression is shown as a 
dashed line. The slope of the regression line (40 ±1) agrees 
with the predicted value within the 95 percent confidence in
tervals. The experimental intercept (1.55 ±0.08) is greater than 
predicted; thus, the thickness of the sheet is underpredicted 
by an average of 7 percent in all cases. This may be a result 
of neglecting momentum losses which occur in the region of 
jet impact. 

Downstream Sheet Thickness. Once the liquid leaves the 
plate to form a free, radially thinning sheet, viscous forces will 
no longer decrease its velocity, and the sheet velocity is assumed 
to be equal to the average sheet velocity at the plate edge. 
Thus, if the thickness of the sheet at the plate edge is known, 
and if the sheet is assumed to be axisymmetric, then the down
stream thickness of the sheet can be calculated from a simple 
mass balance given by 

2irrpH(rp)Umg(rp )/>liq = 2itrH(r) £/avg (rp )pM, (8) 
where the subscript p denotes the value of a parameter at the 
edge of the plate. Upon arrangement the downstream sheet 
thickness can be written as 

H(r)J^l for (9) 

The operating conditions for each perforation count exper
iment were used in conjunction with Eq. (7) to calculate the 
sheet thickness at the edge of the splash plate {rp = 2.50 cm). 
Equation 9 was then used to calculate the thickness of the sheet 
at the center of each imaging area. 

The perforations counts, previously plotted versus the dis
tance downstream and jet velocity, are now replotted versus 
the calculated downstream sheet thickness, as shown in Fig. 
6. Six additional experiments were performed in which the 
perforations were too numerous to count. Many of the images 
collected during these trials showed clumps, strands, and drops 

breakup 
- d o = 4.83 
• do = 5.56 

do = 6.67 

• do=4.83mm 

* do=5.56mm 

* do=6.67 mm 

«Bft 

"J " 

^ ^ - ^ S * > ^ 4 * * — • * • — f r — H 
0 50 200 

Fig. 6 
ness 

100 150 

sheet thickness (microns) 

Number of perforations versus the predicted downstream thick-

1-

1 
-Ho--

f 

- X - — > , 

A 

V 

_ unperturbed 
sheet segment 

perturbed 
sheet segment 

Fig. 7 A planar and a perturbed liquid sheet 

of liquid. The range of sheet thicknesses calculated for these 
six trials is labeled the breakup region in Fig. 6. 

The number of perforations formed per centimeter of radial 
span appears to increase rapidly when the sheet thickness is 
reduced to about 70 microns. The breakup of the sheet into 
the clumps and strands which precede drop formation is com
pleted before the calculated sheet thickness is reduced below 
50-60 microns. 

Wave-Thinning. The downstream sheet thickness values 
estimated in the preceding section were based on an undis
turbed, radially thinning sheet; however, previous investigators 
(Dombrowski and Fraser, 1954; Fraser et al., 1962) have shown 
that sinuous waves will be present. Such waves were observed 
in this study as well. A sinuous wave will stretch the sheet and 
decrease its thickness relative to an undisturbed sheet. In the 
following section, we will estimate the magnitude of this wave-
thinning as a function of the amplitude and wavelength. 
. A planar and sinuously perturbed sheet segment is sketched 
in Fig. 7. This section of the sheet is one wavelength, long, 
has a uniform thickness, H0, and an arbitrary span, W, The 
mass contained in this unperturbed segment, mu, is then 

mu = H0W\Pliq. (10) 

If the axially symmetric sheet is assumed to thin uniformly 
over one wavelength, the mass contained in the perturbed 
segment, mp, will be 

mp = HpWLPliq. (11) 
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In Eq. (11) L is the length of sinuously perturbed sheet 
segment as measured along the surface of the sheet (see Fig. 
7). These expressions can be set equal to each other and rear
ranged to obtain an expression for the thickness of a sheet 
perturbed by a sinuous wave, that is 

HP = H0(\/L). . (12) 

If the sheet segment is assumed to be perturbed by a single 
sinuous wave of amplitude A and wavelength A, then the length 
of the perturbed section will be given by 

2X(1 +p2)U2 

E(*/2, q), (13) 

where p = 2irA/\, q = (l +p2/p)in, and E(j/2, q) is the com
plete elliptic integral of the second kind. 

Details for the derivation of Eq. (13) are given in Spielbauer 
(1992). Hagerty and Shea (1955) used linear stability analysis 
to develop an expression for the growth rate of sinuous waves 
in planar inviscid sheets. The general disturbance is decom
posed into normal modes described by 

A=A0e (sl + ikz) (14) 
where £ is the temporal growth rate, and k is the wavenumber. 
The growth rate of a disturbance with wavenumber k was 
reported to be 

(k2Uh-k2a/pM\ m 

kH/2 (15) 

where y is the density ratio (pgas/piiq)> and u is the surface 
tension. The assumption that kH/2 is small, such that tanh(kH/ 
2) = kH/2, was used in deriving this expression and applies to 
all the sheets formed in this study. 

Weihs (1978) developed a similar expression for the growth 
rate of sinuous waves in a planar viscous sheet. His result is 
presented here as 

''vis =!!-*» + 
8(pgasUsk- -k2a) 

P\iq>>' H/2 
(16) 

In this study, the viscous effects cannot be neglected (Spiel
bauer and Aidun, 1994) and therefore, the equations derived 
by Weihs (1978) are used to determine the growth rate and a 
wavelength of the optimum mode. 

If the values of s and k are assumed to be real only, then 
the amplitude of the optimum wave (km) at any position x 
can be determined from Eq. (14) by substituting t = x/Us. Using 
results presented by Gaster (1962), Asare et al. (1981) showed 
that this transformation between a temporal growth rate and 
a spatial growth rate was valid, provided the wave speed was 
equal to the sheet velocity. Morris (1981) showed that these 
velocities were approximately equal, provided the density ratio 
(Pgas/piiq) was much less than tanh(/tf//2) and if {kH/2)/ 
tanh(&///2) is of order unity. Both these conditions were met 
for all experiments performed in this study; thus, the trans
formation to a spatial growth rate was used. 

Using the wavelength and growth rate for the optimum dis
turbance in a viscous sheet, and an assumed initial disturbance 
amplitude of 1 micron, the downstream thickness could be 
calculated for each of the perforation count experiments. These 
sheet thicknesses are plotted in Figs. 8 and 9. As can be seen, 
there is a gradual decrease in the sheet thickness as it spreads 
out from the plate. This is due to the radial thinning of the 
sheet, as the wave amplitudes are so small they do not signif
icantly affect the sheet thickness. At some critical distance 
downstream, a rapid decrease in the sheet thickness is pre
dicted. In this region, the sinuous wave amplitude is large 
enough such that the sheet thickness is significantly reduced 
relative to a planar sheet. The downstream location of rapid 
thinning decreases with increasing jet velocity and jet diameter. 
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Fig. 8 Calculated wave-thinned sheet thickness for d0 = 4.83 mm 
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Calculated wave-thinned sheet thickness for d0 = 6.67 mm 

Comparing the behavior seen in the perforation count ex
periments and the sheet thickness predictions, there appears 
to be good qualitative agreement. However, quantitative com
parisons can not be made as the initial disturbance is unknown, 
and thus, the location downstream at which the rapid wave-
thinning occurs cannot be predicted. Clark and Dombrowski 
(1972) point out the effect of the flow characteristics in the 
nozzle on sheet breakup. Specifically, they show that when the 
nozzle Reynolds number is above 9000, ripples form and prop
agate resulting in a more rapid sheet breakup. This is consistent 
with the wave thinning effect that we discuss here. Our ex
periments show that the distance from rapid thinning and 
breakup region to the nozzle decreases as the nozzle Reynolds 
number increases. 

An indirect method was used to measure the downstream 
thickness of a sheet thinned by sinuous waves. Fraser et al. 
(1962) showed that the growth rate of a hole in a liquid sheet 
is inversely proportional to the square root of the sheet thick
ness. High-speed 16 mm films of expanding perforations were 
used to measure these growth rates. The perforation diameter 
was measured both radially (in the direction of flow) and 
laterally (perpendicular to the direction of flow). The lateral 
growth rates were corrected to account for the stretching of a 
perforation which occurs due to the radial expansion of the 
sheet. This correction was less than 5 percent in all cases. 

The lateral diameter was found to increase linearly with time, 
as predicted by Fraser et al. (1962). The radial diameter in
creased linearly in the early stages of growth, but the growth 
rate then appeared to decrease. The behavior is related to the 
optical distortion of the perforations which results from ob
taining a two-dimensional image of a three-dimensional struc
ture. That is, as. the perforation grows in the downstream 
direction, it will follow the sinuous shape of the sheet. Any 
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Table 4 A summary of the sheet thicknesses calculated from perforation 
growth rate data 

Trial 

1 
2 
3 
4 
5 

ua (m/s) 

15.3±0.5 
15.5±0.5 
16.1 ±0.5 
17.7±0.6 
19.1 ±0.6 

Mllq 
(kg/ms) 

0.060 ±0.002 
0.056 ±0.002 
0;128 ±0.002 
0.126 ±0.002 
0.123 ±0.002 

Position 
(cm) 

16 
20 
39 
39 
39 

2/!(o) 

(jixa) 

45 
35 
50 
50 
48 

Perforations 
measured 

4 
4 
6 

17 
8 

Range of 
2/!<i r(/mi) 

4-20 
2-6 
9-40 
8-30 
6-23 

Average 
2h(b)(ixm) 

8 
3 

20 
14 
13 

(a) predicted sheet thickness based on radial expansion alone 
(b) sheet thickness calculated from perforation growth rate data 

motion perpendicular to the imaging plane (parallel to the 
centerline of the sheet) will not be visible in the images. Due 
to this image distortion, the lateral perforation growth rates 
were used to calculate the downstream wave-thinned sheet 
thickness. 

In all cases, there is a significant reduction in the thickness 
caused by the sinuous distortion of the sheet, as shown in 
Table 4. 

The uncertainty in the sheet thicknesses calculated from the 
perforation growth rate data was approximately 18 percent. 

Discussion 
The formation and disintegration of a radially thinning liq

uid sheet formed by a splash plate nozzle was investigated. 
Based upon the high-speed video and 16 mm images obtained, 
the experimental sheet thickness and perforation count data 
collected, and the results of the additional analytical investi
gations, the following description of the breakup process was 
developed. 

The sheet is formed by the perpendicular impingement of a 
circular jet on a flat plate. This sheet thins due to both the 
radial expansion of the sheet and the growth of sinuous waves 
resulting from the hydrodynamic instability of disturbances. 
As the fluid spreads out radially, viscous shear at the plate 
surface slows the sheet and increases its thickness relative to 
an inviscid sheet. This increase in the relative sheet thickness 
is proportional to 1/Rejet (x/d0)

3; thus, for fixed fluid prop
erties, the relative sheet thickness at the plate edge will increase 
with a decrease in the jet velocity or nozzle diameter. Because 
the inviscid sheet thickness is proportional to d\, the sheet 
thickness may decrease with a decrease in the orifice diameter, 
even though the ratio of the viscous to inviscid sheet thickness 
increases. 

As the liquid releases from the edge of the plate, a radially 
thinning free sheet is formed. In this free sheet, shear forces 
will no longer be significant, and the velocity of the sheet is 
related to an average velocity of the sheet at the edge of the 
plate. As the sheet travels downstream, it continues to thin 
due to the geometric expansion of the liquid. This thinning is 
enhanced by instability and growth of waves. 

In this study, sinuous waves were predicted to result in 
breakup before dilational waves. Based on linear theory, the 
optimally growing sine wave in an inviscid sheet is independent 
of the sheet thickness; however, in a viscous sheet, the wave
length increases with an increase in either the sheet thickness 
or the liquid viscosity. Using a growth rate expression available 
in the literature, a cubic equation was derived (Spielbauer, 
1992 and Spielbauer and Aidun, 1994) which relates the wave 
number of optimum growth in a viscous sheet to the wave 
number of optimum growth in an inviscid sheet. This ratio 
was found to be a function of a single dimensionless parameter, 
ft. Examination of this equation showed that the rate of in
crease in the wavelength of the optimum sinuous wave with 
the liquid viscosity is a function of the gas and liquid phase 

densities, the surface tension, the sheet thickness, and the sheet 
velocity. 

The viscous dispersion equations were used to predict the 
wave-thinned downstream thickness of the sheet. When the 
amplitude of the wave was small, the presence of the disturb
ance did not enhance the radial thinning of the sheet appre
ciably; however, as the wave grew, the sheet thickness decreased 
significantly over a narrow range of downstream position. The 
downstream position of this rapid decrease in sheet thickness 
is predicted to decrease with increasing jet velocity and nozzle 
orifice diameter. As the waves grow downstream, aerodynamic 
interaction with vortices generated in the surrounding air, as 
shown by Crapper et al. (1975a,b), results in nonlinear effects. 
The linear analysis will no longer be valid. 

The radially thinning free sheet was imaged using a high 
shutter speed video camera. These images were used to count 
the number of perforations formed in the sheet as a function 
of the nozzle orifice diameter, the jet velocity, and the radial 
position downstream. The number of perforations formed was 
found to increase rapidly at a critical position downstream 
which varied with the orifice diameter and jet velocity. 

The predicted effects of the jet velocity and orifice diameter 
on the sheet thickness correspond qualitatively to their ob
served effects on the number of perforations formed. It was 
concluded that the combination of the radial and wave thinning 
reduces the sheet thickness to a critical value, at which point 
rupture occurs. 

The fluid contained in a thin liquid film possessed different 
thermodynamic properties that does the same fluid in a bulk 
phase (Sheludko, 1967). Short range forces such as electric 
double layer interaction and London dispersion forces affect 
the stability of such films. 

Patzer and Homsey (1975), performed a theoretical analysis 
on the stability of spherically concentric, draining, fluid sheets. 
They predicted a critical film thickness for rupture on the order 
of one micron. This value is expected to be an upper bound, 
as the stabilizing effects of electric double layer repulsion were 
neglected. 

Pandit and Davidson (1990), studied the rupture of thin, 
draining spherical films experimentally. They found a critical 
rupture thickness of 0.05-0.09 microns. High ionic strength 
salts were added to the liquids in sufficient concentration to 
suppress the effects of the electric double layer; thus, these 
values may be considered an upper bound for the spontaneous 
rupture thickness, as well. 

Images obtained with a high-speed 16 mm camera were used 
to measure the growth rates of perforations in the sheet. These 

• growth rates were used to calculate the thickness of the sheet. 
The calculated thicknesses are normally above 50 microns and, 
therefore, significantly less than the thickness predicted in the 
absence of waves. This provides support for a wave-thinning 
induced sheet rupture mechanism; however, the measured 
thickness was still one to two orders of magnitude larger than 
the maximum sheet thickness predicted for spontaneous rup
ture; thus, other mechanisms of rupture may be important. 

The formation of perforations has been attributed to a 
number of causes. Point disturbances were observed by Dom-
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browski and Fraser1 (1954). These disturbances were shown to 
have originated at the nozzle orifice and were believed to be 
the result of turbulence. However, spontaneous rupture was 
ruled out as the source of perforations. 

A perfectly axisymmetric radially expanding sheet with no 
external disturbances would eventually break into circular ax
isymmetric ligaments. However, as first discussed by Clark 
and Dombrowski (1972), flow characteristics in the nozzle 
upstream of the sheet and other disturbances generate locally 
thin regions which may rupture spontaneously if the thickness 
is reduced below a critical value. This diminishes the breakup 
length of the sheet. They show that at Reynolds number (based 
upon the hydraulic mean diameter of the orifice) above 9000, 
ripples form and propagate, markedly reducing the length of 
the sheet. 

Other mechanisms include particle impingement (Fraser et 
al., 1962), wave interaction (Clark and Dombrowski, 1971), 
dissolved air, suspended particles (Dombrowski and Fraser, 
1954), and small air bubbles. These mechanisms and their 
relative importance are described elsewhere (Spielbauer and 
Aidun, 1994) and will not be repeated here. 
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Recirculation in an Annular-Type 
Jet Pump 
For some annular-type jet pump applications, it is important to avoid formation of 
a recirculation zone in the mixing region. The goals of this research were to find 
(i) when recirculation occurs and (ii) the size and location of the resulting recir
culation zone. Experiments were performed using air in a straight-walled, annular-
type, ducted jet. Area ratio A/As varied from 0.39 to 0.89; here, A is flow area, 
and j and s identify the jet and secondary flows, respectively. Data showed that 
recirculation correlates with J, where J ~ P/{Pj + Ps), and Pis rate of momentum. 
For the area ratios studied, recirculation begins when J exceeds a value ranging from 
0.89 to 0.94. This paper also presents data showing the recirculation zone boundaries 
and presents a discussion of jet pump design. 

Introduction 
Jet pumps have been used for many different applications, 

and the technical literature on jet pumps, which exceeds 400 
articles, is reviewed by Blevins (1984) and by Bonnington et 
al. (1976). The most"common jet pump, the center-type, uses 
a center jet to entrain an annular secondary flow. This research 
focuses on a less commonly used jet pump, the annular-type, 
which uses an annular jet to entrain a central secondary flow. 
Recent works on the annular-type jet pump include the study 
by Shimuzu et al. (1987) and the study by Enderlin et al. (1988). 

An annular-type jet pump, because of its geometry (Fig. 1), 
is well suited for applications involving hydraulic transport of 
large solids. Examples of solids pumped include live fish, large 
cylindrical capsules used in pipelines to transport bulk mate
rials, and food products such as whole potatoes and onions. 
When pumping delicate materials, such as potatoes or fish, 
minimizing the pumping damage to the solids is often the main 
design goal. While it might be expected that an annular-type 
pump would pump solids with little damage, observations from 
the authors' laboratory showed that this was not the case. As 
a large solid object passed through the mixing region, its mo
tion was very chaotic—sometimes the object was vigorously 
rotated and flung about, sometimes the object actually paused 
for an instant, and at other times the object would strike the 
mixing region wall rather violently. 

The erratic motion of objects is caused by the flow pattern 
in the mixing region. In particular, for certain operating con
ditions, a recirculation zone forms in the center of the mixing 
region, Fig. 2(a), and a solid must find a path around this 
zone. Hence, a study of recirculation was motivated. 

Figures 2(a) illustrates the geometry of the study. This ge
ometry can be labeled as an annular-type, confined, ducted 
jet; or as a straight, Annular-type Jet Pump (AJP). The aims 
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Fig. 1 An annular-type jet pump being used to pump large solids 

RECIRCULATION ZONE 

Fig. 2(a) 

RECIRCULATION ZONE 

Fig. 2(d) 

Fig. 2 The flow field in ducted jets: (a) annular-type, and (b) center-
type. Each sketch shows streamlines in the top half and velocity profiles 
in the bottom half. 
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of this work are to quantify for an AJP (i) the onset of re
circulation, and (ii) the size and location of the resulting re
circulation region. Both the jet and secondary flows are assumed 
to be single phase, incompressible and to have the same density. 
Dimensions and operating conditions were selected, based on 
the authors' experience, to be typical of those used in appli
cation. 

To the best of the authors' knowledge, this work is the first 
reporting of recirculation in an AJP. However, there have 
been several studies of recirculation in center-type, confined 
ducted jets (Hill, 1965; Curtet and Ricou, 1964; Barchilon and 
Curtet, 1964; and Exley and Brighton, 1971). Rajaratnam 
(1976) reviews these studies, and only the main results are 
described here. 

Figures 2(b) shows a typical recirculation region in a center-
type confined jet. The occurrence of recirculation can be ex
plained using the concept of entrainment. As the jet flows 
through the mixing region, it expands in diameter due to en
trainment of the secondary flow. Recirculation occurs when 
all of the secondary flow is entrained before the jet has ex
panded to reach the walls of the mixing region. Hence, the 
recirculation bubble can be visualized as a mechanism to pro
vide the additional fluid needed for the jet to fully expand. 

Hill (1965) showed that the presence of a recirculation region 
in a centertype confined jet correlates with d/D, and with a 
second group H which is given as 

H=-&2=, (1) 
-JirW/(2p) 

where Q,„ is the volume flow rate in the mixing region pipe, 

W= [Pm(r,z) + pu,„(r,z)]rdr, (2) 

and Pm is the static pressure in the mixing region. 
Before Hill's work, Craya and Ricou (1964) suggested that 

recirculation correlates with d/D and with C,, a group which 
is now called the Craya-Curtet number. Similarly, Becker et 
al. (1962) suggested using d/D and a group m. However, Ra
jaratnam (1976) showed that approaches are equivalent be
cause H, C„ and m are related by 

H-
1 1 

Vl+2m Vl+2/Cf 
(3) 

Rajaratnam (1976) summarizes the available data on the 
onset of recirculation. While there is moderate data scatter, it 
appears that when D/d is low, recirculation occurs when H < 
~ 0.6, and when D/d is large, recirculation occurs when H 
< « 0.46. 

Methods 
Dimensional analysis was used to identify the parameters 

which quanify recirculation. The onset and nature of recir
culation were studied experimentally. 

Dimensional Analysis. Because the flow pattern in an AJP 
depends on six dimensional variables («,-, us, d, D, JX, and p), 
data can be correlated with three dimensionless groups. One 
possible choice of these groups is the area ratio Aj/As, the 
Reynolds number (Re = umDp/p), and a momentum ratio / 
which is conceptually given by 

• / « 

Pj + Ps 
(4) 

where Pj, the rate at which momentum is carried into the mixing 
region by the jet, is given as 

Pj = puj(r) 2-rcrdr. (5) 

The term Ps is similarly defined as the rate of momentum 
carried by the secondary flow. For this project, all flows were 
assumed to be single-phase, and Pj and Ps were approximated 
using average velocities: Pj = PJUJAJ and Ps = psu]As. Because 
the jet and secondary flows were assumed to have the same 
density, J can be defined as 

J= 
ujA.i 

UjAj + u2
sAs 

(6) 

There are several reasons for defining / using average ve
locities. First, in an industrial environment, the pointwise data 
needed to evaluate a term like Eq. (5) is not likely to be avail
able. Even in a research laboratory, making an accurate meas
urement is difficult because of the small dimensions of the jet, 
and because of large velocity gradients near walls. Second, 
plug-like velocity profiles likely occur in both the jet and the 
secondary flows. This is because the jet flow is usually near 
the end of a contraction and the secondary flow is typically 
turbulent and fully developed or nearly so. Hence, the average 
velocity approximation will likely give a good estimate of the 
integral term. Third, it is very unusual to use an integral term 
to define a dimensionless group. 

The dimensional analysis presented here differs somewhat 
from that used by researchers studying center-type jets. They 
used two groups (H and D/d), while three groups were used 
here because of the inclusion of viscosity. For several reasons, 
J was selected rather that H. As previously discussed, an in
tegral term is difficult to measure accurately. In addition, note 
that Eq. (2) requires measurement of pointwise pressure be
cause the radial pressure distribution in an AJP is nonuniform 
(Elger, et al., 1991). Another reason for not using H is that 
this group is based on a concept that doesn't apply very well 
to an AJP. This concept is that a submerged jet (i.e., a jet 
discharging into a quiescent reservoir of the same fluid) and 

Nomenclature 

Aj = 

As = 

B = 

d = 

D = 

H = 

jet flow area = (in/ 
4)(Z)2-(c? + 202)(m2) Jc 
secondary flow area 
= (TT/4)G?2 (m2) 

bias limit p 
inside diameter of the sec- P' 
ondary pipe (m) Re 
inside diameter of the mixing 
region pipe (m) 
Hill number; defined by Eq. Q 
(3) (dimensionless) r 
momentum ratio; defined by t 
Eq. (6) (dimensionless) 

the momentum ratio at 
which recirculation begins 
(dimensionless) 
precision limit 
static pressure (Pa) 
Reynolds number as defined 
by Re = umDp/\x (dimen
sionless) 
volume flow rate (mVs) 
radial position (m) 
wall thickness of the second
ary flow pipe 

u = average axial velocity = Q/ 
A (m/s) 

U = total uncertainty 
z = axial position measured from 

the mixing region inlet (m) 
Zo = axial location at which recir

culation begins (m) 
ix = viscosity (kg/m-s) 
p = density (kg/m3) 

Subscripts 
j = jet pipe 

m = mixing region pipe 
s = secondary pipe 
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Fig. 3 The experimental apparatus 

GEOMETRY 1 

GEOMETRY 2 

7.76 cm 

ETRY 3 

Fig. 4(a) 

Geometry 

1 

2 

3 

Secondary pipe 

inside 
diameter 
d {cm} 

5.563 

5.715 

6.350 

outside 
diameter 

d + 2t (cm) 

5.715 

6.198 

6.680 

A j / A s " 

0.890 

0.668 

0.387 | 

Uncertainties in dimensions: P = ± 0.014 cm, B = ± 0.003 cm, U = ± 0.015 cm 
Uncertainties in A:/As: p = ± 0.010, B = ± 0.002, U = ± 0.010 

Fig. 4(b) 

Fig. 4 The three geometries which were tested: (a) section view at the 

mixing region inlet, and (6) dimensions 

a ducted center-type jet are similar with respect to axial mo
mentum transport: A submerged jet has constant axial mo
mentum with axial location, and a ducted center-type jet, if 
wall shear stress is ignored, has a constant pressure plus axial 
momentum integral with axial location (i.e., Wgiven by Eq. 
(2) is constant with axial location). However, this similarity is 
much weaker for an AJP because wall friction cannot be ne
glected. In summary, it did not seem wise to use H for cor
relating data for an AJP, and no attempts were made to either 
use H or to compare J and H. 

Experimental Methods. Figure 3 illustrates the experimen
tal apparatus. Air was used, and flow rates were controlled 
using valves in the secondary and jet pipes. Conditioning of 
the jet and secondary flows was provided by flow straighteners 
and by straight runs of pipe. The secondary flow pipe length 
varied from 96 to 110 diameters. The relevant jet pipe length 
(6.4 cm in Fig. 3) varied from 3.1 to 5.9 hydraulic diameters 
(the relevant hydraulic diameter is twice the dimension of the 
gap between the secondary and jet flow pipes). 

To study the effects of geometry, three secondary flow pipes 
were used, Fig. 4. These geometries were selected based on the 
following considerations. An AJP with an area ratio much 
larger than geometry 1 will tend to use an excessive amount 
of fluid in the jet. Also, when such a geometry is used to pump 
a liquid, it will be the most prone to limiting cavitation. Ge
ometries 2 and 3 are typical of jet pumps used in application. 
Note that a jet pump with a smaller area ratio is sometimes 
used; for example, Shimuzu et al. (1987) report data for an 
AJP with Aj/A's = 0.19. As shown in Fig. 4, the wall thickness 
is not constant. While constant wall thickness is desirable, 
hardware availability and design considerations precluded this. 

To detect the onset of recirculation, a small tufted probe 
was used. It was comprised of a 0.32-cm-diameter rod with 
five 1.91-cm-long nylon threads attached. The probe was in
serted into the mixing region through a long rectangular access 
slot machined in the mixing region wall. To facilitate posi
tioning of the probe, while providing a leak free seal, the access 
slot was covered with a seal made of foam, rubber and PVC. 

To record data giving the onset of recirculation, the exper
imental apparatus was operated at a fixed jet velocity, and the 
secondary velocity was adjusted so that no recirculation was 
occurring. Next, the secondary velocity was reduced by a small 
amount, and after approximately 75 s, the small probe was 
moved throughout the mixing region in order to check recir
culation, with recirculation indicated if the threads on the 
probe were all pointing upstream. If recirculation was not 
indicated, then the secondary velocity was again reduced and 
the process was repeated. 

After a recirculation zone formed, the boundaries were 
mapped using a large tufted probe. The large probe was com
prised of 10 nylon threads, each 1.9-cm-long, attached to the 
eye of a needle. The needle was held parallel to the flow using 
a 0.56-cm-diameter rod. The boundary of the recirculation 
region was identified as the location where some of the probe 
threads were pointing upstream and some were pointing down
stream, a situation which is pictured in photographs presented 
in Taylor (1990). The first step in mapping the recirculation 
region was to locate the upstream and downstream ends. Next, 
the probe was moved inside the recirculation zone to an axial 
location on the center axis, just behind the upstream end of 
the recirculation region. To map the radial boundary at this 
point, the probe was moved radially outward until it was out 
of the recirculation region, and then slowly moved inward until 
a few of the threads pointed upstream. This process was then 
repeated for different axial locations. 

During the boundary mapping process, the probe was po
sitioned using a Velmex 3-axis positioning system, and location 
measurements were made using integrated vernier scales ac
curate to 0.05 mm. 

Air volume flow rates were measured using short-radius flow 
nozzles at the positions shown in Fig. 3. Flow rate calculation 
and nozzle installation detail followed ASME standards (Bean, 
1971). The differential pressure across each flow nozzle was 
measured with a temperature-compensated piezoresistive pres
sure transducer. 

All pressure transducer outputs were collected and processed 
with a computerized data acquisition system comprised of a 
PC and a MetraByte DAS 16/16F data acqusition board. All 
analog voltages were digitized and then averaged to remove 
electronic and flow noise. 

Uncertainty Analysis. For each data point reported, a pre
cision limit P and a bias limit B were estimated. These limits 
were then combined to give an uncertainty U: U={P2 + B2)m. 
The precision limit was found by using replicated measure
ments to estimate variance and then using Student's t distri
bution to find a 95 percent confidence interval. The bias limit 
was found by using the standard root-mean-squared formula 
to track error propagation through each appropriate equation. 
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Table 1 Raw data: oxial location and momentum ratio at the onset of 
recirculation; uncertainties for these data are presented in Table 2. 

Goomairy 1 

Re 

45400 

53300 

54500 

62900 

67300 

68300 

z„/D 

2.0 

1.9 

1.8-1.9 * 

1.9 

1.6-1.9 

1.9 

J,, 

0.94 

0.94 

0.94 

0.94 

0.95 

0.94 

Geometry 2 

Re 

39400 

49400 

58600 

64000 

64200 

69700 

70100 

V D 

1.9 

2.0 

2.0 

1.9 

1.9 

2.0 

2.0 

J n 

0.93 

0.93 

0.92 

0.92 

0.92 

0.91 

0.91 

Geometry 3 

Re 

3S3O0 

4S000 

4S900 

49000 

5S700 

63100 

67300 

iJD 

2.0 

1.9-2.1 

2.2 

1.8-2.3 

2.1 

2.0 

1.8-2.0 

J r 

0.89 

0,90 

0.89 

0.89 

0.69 

0.89 

0.89 

Table 2 Averaged results: momentum ratio and oxial location at the 
onset of recirculation 

Geom. 1 

Geom. 2 

Geom. 3 

ova. 

0.94 

0.92 

0.89 

J„ 

P 

± 0.0048 

± 0.0057 

± 0.0033 

uncertainty 

B 

± 0.010 

± 0.013 

± 0.017 

u 

± 0.011 

± 0.014 

± 0.017 

" V 0 . 

1.9 

1.9 

2.0 

P 

± 0.11 

± 0.026 

1 0.12 

i 0 "> 

uncertainty 

B 

± 0.052 

± 0.052 

± 0.052 

U 

± 0.12 

± 0.06 

± 0.13 

1.0 1.5 
AXIAL POSITION (z/D) 

Fig. 5(a) 

GEOMETRY 2 
0.668 

1.0 1.5 
AXIAL POSITION (z/D) 

Fig. 5(D) 

2,0 

GEOMETRY 3 
A|/A„ = 0.387 

1.0 1.5 
AXIAL POSITION (z/D) 

Fig. 5(c) 

Results 
This section gives (i) data describing the onset of recircu

lation, (ii) data giving the size and location of the recirculation 
zone, and (iii) a discussion of how the results might be applied 
to designing an annular-type jet pump. 

The Onset of Recirculation. Table 1 lists the raw data 
describing the onset of recirculation. The critical momentum 
ratio Jc identifies the onset of recirculation: when J > Jc, a 
recirculation zone forms in the mixing region. The data show 
that, over the range of data taken, Jc is independent of Reyn
olds number. Hence, the Table 1 data were averaged and used 
to estimate the precision limit; Table 2 gives these results. 

Tables 1 and 2 show that Jc varies with area ratio, and that 
the variation, while small, is significant compared to the pre
cision error. When Jc is plotted as a function of area ratio, 
the result is a straight line which can be written as 

ye=(0.0974),4,-A4J +(0.854) (7) 
Of course, Eq. (7) is based on only three data points, and more 
data would provide better proof that the relationship is linear. • 
Recall that Eq. (7) is based on data for 0.39 < Aj/As < 0.89. 

Notice that for a given area ratio, the onset of recirculation 
occurs at a constant value of flow ratio (Qs/Qj). This is easily 
shown because the definition of / , Eq. (6), can be rewritten 

UNCERTAINTIES FOR THE FIGURES 

J=-
1 

l + (&/Qy)W^)' (8) 

Hence for geometry 1, values of Jc = 0.94 and A/As = 0.89 

VARIABLE 

z/D 

r/D 

J 

P 

± 0.069 

± 0.14 

± 0.010 

B 

± 0.052 

± 0.10 

± 0.017 

U 

± 0.086 

± 0.17 

± 0.020 

Fig. 5(d) 

Fig. 5 Boundaries of the recirculation zone; data are shown with sym
bols and are connected by lines for clarity; the insets on the vertical 
axis show the pipe walls at the mixing region inlet 

can be substituted into Eq. (8) to show that recirculation occurs 
when Qs/Qj < 0.27. Similarly for geometries 2 and 3, recir
culation develops when Qs/Qj < 0.36 and Qs/Qj < 0.56, 
respectively. 

Table 1 also shows the axial location z0/D at which recir
culation begins. When a single value of z0/D is listed, the 
recirculation zone was very small, and the tufted probe indi
cated recirculation at a single point. When two values of z0/ 
D are listed, the recirculation zone appeared to form over a 
larger region. Since the z0/D results also appear to be Reynolds 
number independent, they have been statistically processed, 
Table 2. In these calculations, when two values of z0/D were 
listed in Table 1, both values were used. For the geometries 
studied, Table 2 shows that recirculation tends to begin about 
two diameters (£>) downstream of the mixing region inlet. 

The Size and Location of the Recirculation Zone. When 
an AJP is operated so that J exceeds Jc, a recirculation region 
will occur, with the region's size and location dependent on 
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— Equation (1 1) 
- - Equation M 2) 
— Equation (13) 

DESIGN SPACE TO 
AVOID RECIRCULATION 

0.5 

Fig. 6 The design space to avoid recirculation 

/ . Figure 5(a) shows the data from geometry 1. As /increases, 
the recirculation region becomes both longer and wider. Also, 
both the upstream and downstream endpoints of the recir
culation region move upstream. 

The recirculation region shape, for most values of J, is 
approximately that of a cylinder. However, note the appear
ance of the radial boundary (eg. see the boundary for J 
= 0.988 in Fig. 5(a)). This boundary, which slopes towards 
the centerline, provides an excellent visualization of how the 
jet expanded to fill the mixing region pipe. A similar trend is 
apparent for most of the shapes shown in Fig. 5. 

Figures 5(b) and 5(c) show the recirculation region bound
aries for geometries 2 and 3, respectively. Similar to geometry 
1, these results show that the recirculation region is cylindrical 
in shape, and as J is increased, the region becomes longer and 
wider and tends to move upstream. Notice that the recirculation 
zone size is very sensitive to the value of J. Also, as J ap
proaches its maximum value of / = 1, the recirculation zone 
expands to a diameter which approximately matches the inside 
diameter of the secondary flow pipe. Aside from this effect, 
the shape of the recirculation region is not strongly influenced 
by the value of the area ratio. 

Applications to Design. This section presents a discussion 
of the design of an AJP which operates without forming a 
recirculation zone. The experimental data show that recircu
lation will not occur when 

J<JC. (9) 

Rewriting this equation by using / from Eq. (8) gives 

1 
: < / , . (10) 

l + (Qs/QjnAj/As) 

Next, continuity (i.e., Q,„ = Qj + Qs) was used to rewrite the 
left side of Eq. (10), and then the Jc correlation from this study 
(Eq. 7) was used to rewrite the right side, giving 

1 -<(0.0974)(v4//4s) + (0.854). (11) 

1 + Qs/Qm 

l-Qs/Qr, 

Equation (11) provides a design guideline, the results of which 
are shown graphically in Fig. 6. A recirculation zone will not 
form so long as a jet pump operates in the region to the right 
of theEq. (11) line. 

Several practical limitations prevent a jet pump from op
erating so Eq. (11) is satisfied. First, an AJP is usually not 
practical unless. 

Aj/As<\. (12) 

Second, the jet velocity Uj must exceed the secondary stream 
velocity us. Typically, Uj is 5 to 6 times larger than us. At a 
minimum 

uj>3us. (13) 

The design space to avoid recirculation is shown on Fig. 6 by 
plotting Eqs. (11) through (13). 

Figure 6 has several qualifications. First, Fig. 6 uses the 
curve fit for Jc (i.e, Eq. 7) for the range 0 < A/As < 1.5, 
when it is based on data for 0.39 < A/As < 0.89. Second, 
Eq. (13) is only an estimate. If one replaces Eq. (13) with, say 
Uj/us > 5, then the possible design space shrinks to almost 
nothing. 

Despite the qualifications, Fig. 6 strongly suggests that an 
engineer will have difficulty designing a practical AJP to op
erate without recirculation. This idea is proposed because Fig. 
6 shows that the possible design space, at best, is quite limited. 
Moreover, other design criteria, not shown on Fig. 6, will 
further shrink the design space. These criteria include matching 
the jet pump to other components in the system and designing 
to avoid limiting cavitation. 

Probably the best way to avoid recirculation is to use a 
variable-area jet pump. One such concept is to design so the 
jet flow, as it enters the mixing region, is converging. Another 
concept is to use a converging/diverging mixing region pipe. 
Additional study is need on these concepts and on other pos
sible concepts. 

Conclusions 

For suitable combinations of parameters, a recirculation 
zone will form in the mixing region of an annular-type jet 
pump. The onset and resulting size of the recirculation zone 
correlates with three parameters: jet pump geometry, Reynolds 
number and momentum ratio (7). To identify the influence of 
these parameters, experiments were performed in straight-ge
ometry, annular-type jet pumps with flow areas spanning the 
range 0.39 < A/As < 0.89. 

For the range of parameters studied, the onset of recircu
lation depends primarily on momentum ratio, with a small 
dependence on Aj/As and no dependence on Reynolds number. 
Recirculation begins about two diameters (D) downstream of 
the mixing region inlet. Once formed, the recirculation zone 
usually has a cylindrical plug shape, whose size correlates 
strongly with momentum ratio (Fig. 5). As momentum ratio 
is increased, the recirculation zone moves upstream and be
comes longer and wider. 

The data on the onset of recirculation were used to study 
the design of an annular-type jet pump which is intended to 
operate without recirculation. This analysis showed that the 
possible design space is very limited. Hence, the straight-ge
ometry, annular-type jet pump does not appear suitable for a 
design which will operate without recirculation. 
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Development of Prototype Pump 
Using a Vibrating Pipe With a 
Valve 
Tests were conducted on a prototype pump which has an extremely simple structure 
and excellent controllability. Its structural and hydrodynamic features are different 
from those of previous conventional reciprocating pumps. The pump structure 
constitutes a leak-proof short vibrating pipe equipped with a nonreturn valve on 
the edge of its outlet. The authors developed a prototype pump which uses a 25 mm 
diameter vibration pipe and an electromagnetic excitation device. The pump per
formance, intentionally changed by adjusting the coil voltage or the coil current 
frequency, featured a maximum pressure of approximately 1.0 bars, a maximum 
flow rate of approximately 40 liters per minute, and a maximum efficiency of 
approximately 30 percent. Results of both a one-year test run, using water as the 
working medium, and a three-month durability test, using concentrated nitric acid 
as the working fluid, assuming application as a chemical pump, indicated favorable 
results. 

Introduction 

It is possible to raise liquid up a vertical pipe, i.e., a pipe 
whose lower end is submerged in a liquid and whose upper 
end is equipped with a spring-controlled non-return valve, by 
vibrating the pipe in the direction of its axis. After the rising 
liquid reaches the upper end of the pipe, it is discharged through 
the valve, thus constituting a pumping action. The discharge 
pressure and flow rate of the liquid could be controlled by 
regulating the excitation (vibratory) conditions. A pump fea
turing this pumping effect has many advantages, such as: sim
ple design, easy maintenance, a good leak-proof feature, etc. 

Although there has been much research done on vibratory 
flows in a pipe, no report features the pumping effects of a 
vibrating pipe such as mentioned above. The closest, would 
be a report on the pumping effect of a vibration nozzle equipped 
on the lower end of a pipe submerged in a liquid ( TaHueB 
et al., 1987). Another would be a report on the pumping 
effect of a capillary tube using ultra high frequency vibration 
( /JeacKyHOB et al., 1980). However, both of these cases are 
dissimilar to the present research on a new prototype pump, 
which is discussed in the following, in terms of configuration 
and flow mechanism. The prototype pump discussed in the 
following is different from conventional reciprocating pumps, 
in that there are no pistons or diaphragms used. 

The authors have succeeded in clarifying the principles of 
the self-priming effect (Hiyama et al., 1987) and the circulating 
pump effect (Hiyama et al., 1984), both theoretically and ex-
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perimentally, of this innovative pumping method. The pro
totype pump (electromagnetically driven chemical pump) 
features this new pumping method. The pumping character
istics and design factors of this prototype pump are discussed 
in the following report. Also discussed are its safe and simple 
use, and its excellent controllability over a wide field of ap
plication. 

Pumping Principle and Pump Features 
Figure 1 shows the basic configuration of the present pro

totype pump. Its basic components are the vibrating pipe and 
the valve equipped on its upper end. The lower end of the 
vibrating pipe is connected to the stationary pipe with bellows. 

The section from the lower end of the stationary pipe to 

//////// 
Valve J ^ T Spring 

II$ Vibration 

i~^ Bellows t 
Valve open 

, Close 

\T 
Close 

Time 

Fig. 1 Working principle 
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the upper end of the vibrating pipe of the present prototype 
pump is referred in this paper as the suction pipe. The process 
in which a liquid rises to the upper end of the vibrating pipe 
is referred to as the self-priming operation, while a pumping 
operation when the interior of the pump is filled with liquid 
is referred to as the circulating pump operation. 

Self-Priming Operation. During a self-priming operation, 
a liquid free surface exists inside the suction pipe. When the 
vibrating pipe is vibrated along its axis, the liquid column inside 
the pipe starts vibrating in proportion to the periodical pressure 
fluctuation of gases inside the pipe. The valve at the upper 
end of the pipe opens when the gas pressure builds up inside 
the pipe, and the gas is then discharged from the valve. Such 
discharge of gas occurs once every vibratory cycle. Figure 1 
shows the rough curves of the pressure fluctuation of a gas 
column in such a situation. The mean pressure inside the pipe, 
per one vibratory cycle, becomes lower than the atmospheric 
pressure and the liquid inside the pipe rises approximately in 
proportion to the difference in pressure. Accordingly, it be
comes possible to increase the rising speed of the liquid surface 
by controlling the pressure fluctuation amplitude to a greater 
value, as doing so will cause the liquid surface to rise per each 
vibratory cycle. The optimum excitation frequency condition 
matches with the resonance point of the vibratory system (gas 
column, liquid column and valve) in the pipe. The method, 
which will be explained later on, features small amplitude 
excitation, which is practical. Generally speaking, the self-
priming operation, provided the total suction pipe is 1 m in 
length (the vibrating pipe length is about 0.05 m) and with an 
internal diameter of 0.025 m, can be carried out favorably at 
low vibratory frequencies of below 10 Hz. 

Circulation Pump Operation. In a circulation pump op
eration, the suction pipe is filled with water. The opening of 
the valve and the discharge of the liquid follows roughly the 
same process as that of the self-priming operation, i.e., by the 
pressure fluctuation of the liquid column inside the suction 
pipe proportional to the motion of the vibrating pipe. How
ever, the compression of the liquid inside the pipe is different 
from that of the self-priming operation, meaning that reso
nance point of the liquid inside the pipe does not necessarily 
constitute the optimum pumping condition. 

Figure 2 shows some actual measured data on the valve and 
vibrating pipe, liquid column pressure P in the suction pipe, 
and flow rate Q per one vibratory cycle during a circulation 
pump operation. It is acknowledged that the pressure inside 
the suction pipe rises roughly during the upward motion of 
the vibrating pipe. This causes the valve to open and the liquid 
to flow into the chamber outside the valve disk. In contrast, 
the pressure inside the pipe decreases roughly during the down
ward motion of the vibrating pipe, causing the valve to become 
shut. The piston effect during the next upward motion of the 
vibrating pipe causes the liquid to discharge downstream of 
the valve through the discharge pipe. This means that the 
present prototype pump achieves both the suction and dis-

Valve lift , 
11 *v Xp 4iXv.Xp) * 

/=30 Hz 

Fig. 2 

6.5 25.0 \ _ / 39.8 

Displacement, pressure and flow rate in pumping system 

charge process by one valve and one short vibrating pipe. 
Generally, a well-known process in a conventional piston pump 
necessitates two valves (suction and discharge). As the present 
prototype pump has only one valve, the liquid which is pro
vided a significant amount of kinetic energy from the pressure 
fluctuation caused by vibration of the vibrating pipe, is made 
to flow directly from the suction side to the discharge side 
while the valve is open. 

Pump Features and Application. As can be gathered from 
the above, the present prototype pump works on a unique 
pumping principle based on the vibration phenomena of fluids. 
The following are some features and points of interest. 

(a) It is compact, lightweight, with minimal parts, its main
tenance is easy, and it can be manufactured at relatively low 
cost. 
(b) It can be made leak-proof and measures against cor-
rosiveness can be set easily (the flow path is not complicated 
and materials can be selected easily). 
(c) It carries a self-priming performance and its operation 
can be controlled easily. 
(d) Its use as a high lift pump (e.g., discharge pressure 
exceeding 2 bars) or a large-scale pump (e.g., diameter ex
ceeding 0.1 m) is not favorable. 
(e) The discharged liquid will feature a pulsating flow (no 
constant flow rate at pump discharge outlet). 
Considering the above points, it is assumed that the present 

prototype pump is most applicable as a small-scale pump for 
pumping special fluids that need to be handled with caution. 
It can be used for pumping chemical fluids such as acids and 
alkalis, corrosion-resistant-high temperature fluids such as 
molten salt and liquid metals, or bio-related fluids such as cell 
culture fluids and blood. There is a case, where a high tem
perature pump driven by the air actuator was operated ex
perimentally for pumping Heat Transfer Salt mixture with 

D = 
f = 

/ . = 
g = 

H = 
I = 
k = 

Ljm = 

Lv = 
m = 

internal diameter of pipe 
frequency 
optimum frequency 
acceleration of gravity 
pump head 
electric current 
spring constant of valve spring 
suction pipe length above 
water 
vibrating pipe length 
mass of valve 

P = 
Pi --
Pa = 
Pe -' 
Q -

Ql = 

Q -
Sm

 = 

t --

= gas column pressure 
= liquid column pressure 
= atmospheric pressure 
= valve set pressure 
= flow rate 
= flow rate through valve clear

ance 
= valve lift 
= submerged length of suction 

pipe 
= time 

tm = given time 
V = voltage 

Xp = displacement of vibrating pipe 
Xv = displacement of valve 
Xvi = initial spring contraction 
X0 = peak to center displacement of 

vibration 
Y = liquid displacement 

Ym = liquid rise height 
i\ = pump efficiency 
6C = temperature rise of coil 
7 = polytropic index 
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Table 1 Nondimensional parameters 
^ 2a/, T = co/, 2"„, = co t,„, Y' = Y/L„„ Y~n = Y,„/L„„ K = 
kX0)/(m),Pa = P,,/{pgLm), V0 = (dY/dt)0/(coX0),M' = irD2pL„,/ 

, Q, = Xvl/X0, Q' = (Xv/Xa) - sin T, Bx = K/G, B2 = - 1 / 

3.0 

(4m), 
G-KQi/G- M'Y,'„/G,B3 

a),B4 = M'(Y'm + Si,,) Va 
= 1 - K/G - M'a(Y'„, + 
{V0 - a/(a - 1)1 

s ; ) / ( i 

NaN03 heated to 410°C (770°F). The pump performance in
dicated a maximum flow rate of 15 liters/min at low pressure. 
In the biomedical field, there are cases of an out-of-body 
auxiliary blood circulation pump used for artificial hearts. A 
prototype blood circulation pump (Nitta et al., 1991) was tried, 
it was driven by an electromagnetic-permanent magnet system 
which uses a soft elastic membrane for reducing any damage 
to blood cells. Its practicality has been confirmed through in 
vivo and in vitro hemolysis tests were carried out on a goat. 
An electomagnetic pump was also developed for moving cul
ture fluids into bio-reactors. Full consideration is given to 
sanitation therefore the sections of the pump which come in 
contact with the fluids are made of AISI316L and Teflon®. 
The interior of the entire pump system can be disinfected using 
steam, without having to disconnect any piping, since the pump 
valve can be opened by applying a pressure of approximately 
0.1 bar to its suction side. 

As indicated above, the present prototype pump can be used 
for handling special fluids. Further research and development 
are expected to broaden its application into new fields. 

Self-Priming Performance 

Let us here attempt a theoretical estimation of the liquid 
rise characteristic of the present prototype pump, i.e., applying 
a pumping fluid theory considering the areas of vibration in 
the suction flow passage along the axial symmetry shown in 
Fig. 1. 

When calculating pressure P of the gas column inside the 
pipe at a given time t„„ the excitation vibration displacement 
Xp of the vibration pipe is sinusoidal Xp = ^o sin (2irft), where 
t is time, / is exciting frequency, X0 is the amplitude of the 
vibration (Hiyama et al., 1987). The displacement of the liquid 
surface due to vibration is sufficiently small compared to the 
total height of the liquid column from the liquid surface in 
the pipe to the bottom end of the suction pipe, so the extremely 
small secondary term is able to be omitted. Finally, the gas 
pressure P is: 

P-Pq 
PgL,„ 

= - Y' 
— 1 m 

y(P'a-Y'm)X0 

\-Y' J 
A 1 m ±->m 

T-s in Tm X (1) 

where nondimensional parameters are shown in Table 1. 
When calculating the valve movement Xv and the dimen-

sionless excitation acceleration G = (2wf)2X0/g, necessary for 
opening the valve, the relation of the excitation acceleration 
to the relative displacement of the valve versus the pipe is 
obtained by solving simultaneously three equations; the gas 
pressure (Eq. (1)), the liquid column motion and the valve 
motion. The liquid column motion equation and the valve 
motion equation are indicated as follows: 

dT 

d2Y' 
-j^T + aY =fl(sin 7 - s i n Tm) 

^T + BiQ' =B2 + Bi sin T+B4 sin (sfaT) 

(2) 

(3) 

When examining the optimum excitation vibration fre
quency, i.e., regarding the optimum pumping condition as the 
minimal dynamic force for opening the valve (Hiyama et al., 
1987), the optimum conditions match with the resonance point 
(the natural frequency) of the gas/liquid system inside the pipe. 

1.0 

: Theory 

Experiment 

m •• D =0.019 m 

O : D =0.05 m 

A : D =0.05 m 

Lm =0.53 m 

2 \ 5 m = 0 . 1 0 m 

^rs- • i . m =0 .43 

_L 

i =0.43 m 

5 m = 0 . 1 0 m 

0.2 0.4 0.6 0.8 1.0 

Fig. 3 Optimal liquid-lifting conditions. (Experimental uncertainty in 
fJLJg = ± 5 percent and in YJLm = ±1 percent at 20:1 odds) 

Fig. 4 Relationship between head H and flow rate O. (Experimental 
uncertainty in H = ±7 percent and in Q = ±13.3 percent at 20:1 odds) 

The optimum conditions are given as follows: 

lg(P'a- Y'm) 
a= 1, a- (4) 

u2L,„(l-Y'm)(Y;n + S'm) 

Figure 3 shows an example of an optimum vibration fre
quency, indicating the most favorable self-priming effect and 
the comparison between the theoretical result and the exper
iment, i.e., the change in the resonance vibration frequency 
of the flow system inside the suction pipe due to the liquid 
surface height. The theoretical curve is obtained from equa
tion. It was confirmed theoretically and experimentally, that 
there was almost no effect on the nondimensional optimum 
vibration frequency /„ -sJLm/g by changes in the suction pipe 
length and pipe diameter; where /„ is a natural frequency, g 
is acceleration of gravity, Lm is indicated in Fig. 1. As ac
knowledged in the optimum Eq. (4), the value of the optimum 
vibration frequency also became relatively smaller as the sub
merged depth of the pipe became greater. 

Pump Output 
Figure 4 shows an example of pump performance in a 19 

mm diameter suction pipe. The performance of the present 
prototype pump was roughly similar to that of a conventional 
turbo pump, wherein the pressure decreases as the flow rate 
increases, the only difference being that changes in perform
ance were almost linear. It is acknowledged that the pump 
head increases along with the vibration frequency when the 
amplitude is at a constant, and also with the amplitude when 
the frequency is at a constant in the range of the present 
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Fig. 5 Sectional view of chemical pump 

experiment. As acknowledged from the example of pump per
formance, it is possible to control the flow rate of the present 
prototype pump over a wide region by changing the excitation 
conditions such as the vibration frequency and the amplitude 
(Hiyama et al., 1984). 

The following discusses the flow states bringing on the 
pumping effect, i.e., in terms of work by the vibrating pipe 
per one cycle of excitation. 

While the valve is closed, the vibrating pipe undergoes both 
a reciprocating (piston) movement which affects the liquid in 
the chamber outside the valve disk and an accumulation of 
kinetic energy which affects the liquid in the vibrating pipe, 
the latter of which is provides the rise of the liquid in the 
suction pipe. In this situation, the internal pressure of the 
vibrating pipe builds up due to the kinetic energy of the inflow 
liquid inside the suction pipe. This causes the valve to open 
and the liquid is discharged. One pumping cycle of the present 
prototype pump includes the discharge of liquid while the valve 
is open and the reciprocating effect (the back side of valve 
works as a piston disk) of the vibrating pipe while the valve 
is closed. Generally, a favorable pumping performance can be 
obtained by setting a higher excitation frequency than the 
optimum frequency of the self-priming operation. The kinetic 
energy building up in the liquid column in the suction pipe, 
while the valve of the present prototype pump is closed, is 
greater than the work rate by the reciprocating (piston) effect 
of the vibrating pipe. The fluid efficiency r]h (ratio between 
the work rate effective for pumping versus the overall energy 
of the liquid provided by the vibration of the pipe) depends 
on the kinetic energy accumulated in the liquid column and 
the energy caused by the piston effect (Hiyama et al., 1991). 

Prototype of Electromagnetic Chemical Pump 
Figure 5 shows a sectional view of an electromagnetic pro

totype chemical pump. The basic configurational element of 
this pump is just the vibrating pipe with its upper end sealed 
off by a valve excluding the excitation device. Magnetized 
permanent magnets are attached in the radial direction on the 
external surface of the vibrating pipe. An electromagnetic coil 
is equipped inside the casing. When an electric current passes 
through the coil, the intensity of the bias magnetic field gen
erated by the permanent magnets becomes changed by the 
magnetic field of the coil, resulting in an axial direction force 
applying on the vibrating pipe. This means that the vibrating 
pipe vibrates along its axial direction when an electric current 
passes through the coil. The prototype pump features an elec
tromagnetic excitation method, especially developed for this 
pump, and a non-seal structure as it was built for use as a 
chemical pump. 

The electromagnetic excitation device is compact and the 

inim ^ liju'lijj i'ij!<flri 
rs v. ~^-yn*->M-<*j*^\xi£-

^rfflS] 
V u ^ 

Center axis v Vibrating pipe 
Fig. 6 Magnetic flux lines (3-units) 

3N-HNO3 Inverter drive 

10Hz - + - 16Hz 
12Hz —x- 18Hz 
MHz —»- 20Hz 

50 

30 

Fig. 7 Pump performance of chemical pump. (Experimental uncertainty 
in H = ±12.5 percent and in Q = ±13.3 percent at 20:1 odds) 

excitation it generates is large. As for the design of this device, 
an attempt was made to optimize its magnetic pole configu
ration by analyzing its magnetic field. The magnetic pole con
figuration of the coil was simplified and made into a unit. This 
made it possible to simply assemble magnetic pole units to 
match the number of magnetic stages. As the driving force 
increases in proportion to the number of magnet stages, it 
became possible to increase the pump head by adding more 
units. Figure 6 shows an example of magnetic field analysis 
results, for a case where three stages of magnetic pole units 
were used. The displacement and driving force characteristics 
of this electromagnetic excitation device were estimated the
oretically. This theoretical estimation revealed that the pump 
performance (the displacement amplitude) suddenly increases 
when the electric current passing through the coil is increased 
within a certain range of the vibrating pipe position. 

Another important feature of the pump is that the pump 
can be installed at any angle, except in the case where it is used 
for a self-priming operation. 

Figure 7 shows the pump performance for water, and for 
nitric acid solvents as a chemical pump. Changes in the per
formance for nitric acid solvents versus vibration frequencies 
are shown. An invertor was used for providing the driving 
force here. A long, continuous pumping operation was carried 
out under Q = 5 liters/min and H = 6 m (Aq) and confir
mation was made that there were no irregularities in the pump 
performance and pump parts. 

The performance for water was also obtained using a dif
ferent electric power source from that for the nitric acid solvents 
case. The maximum efficiency for water, including that of the 
excitation device, was approximately 28 percent under a vibra
tion frequency of 20 Hz and an electric voltage of 60 W. 

Design Procedures 
The pumping effect of the present prototype pump, as was 
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mentioned earlier, is generated by the pressure fluctuation, 
induced by the vibrating pipe, in the liquid inside the pipe. As 
this pumping effect is an unsteady phenomenon, it is relatively 
difficult to make a precise estimation on pump performance 
by theoretical calculations. Pump performance also depends 
on the characteristics of the valve used and the configuration 
of the pump itself. However, the performance of the present 
prototype pump can be estimated approximately, provided its 
shutoff pressure and maximum flow rate values can be known. 
This is because the pressure in this pump is linearly in reverse 
proportion to the flow rate. A simplified design procedure 
which uses experimental equations has been set up for the 
electromagnetic prototype pump shown in Fig. 5. 

Figure 8 shows the design procedures. Empirical equations 
for calculating the excitation force F, excitation amplitude X0, 
maximum flow rate Qmax, and maximum pressure Hmm must 
be decided beforehand. Figure 9 shows an example of the 
calculated results for the amplitude X0, frequency / , temper
ature rise of coil 6C, coil current / and coil voltage V. The 
recommended values of critical design parameters for the high 
performance-prototype pump are shown in Table 2. 

Summary 
The pumping principle and characteristics of a new type 

pump were clarified. This pump features effective use of a 

pumping method based on vibrating a pipe, whose one end is 
sealed with a valve, along its axial direction, thus causing liquid 
to rise inside the pipe and to become discharged through the 
valve. A prototype chemical pump was developed using this 
pumping method and tested. Test results indicated that this 
pump capabilities were sufficient for it to become practical. 
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Hydrodynamics and Erosion 
Modeling of Fluidized 
Bed Oombustors 
Hydrodynamics and erosion of Fluidized Bed Combustors (FBCs) containing tubes 
have been analyzed through the use of the hydrodynamic model, which has been 
developed at New York University, utilizing a CRA Y Y-MP/832 supercomputer 
and a CONVEX C210 minisupercomputer. Particle velocity fields and bed dynamics 
including bubble formation and motion and bed expansion and collapse were ana
lyzed for high pressure cold and hot beds. The cold beds were studied by (a) 
optimizing tube models for simulating a circular tube, (b) varying the distance from 
distributor plate to the tubes, (c) changing tube size, and (d) using vertical tubes. 
Atmospheric and pressurized fluidized bed combustors were also simulated and 
compared to each other for bubble size, bubble frequencies, particle jets, and tube 
erosion. In particular, the computation revealed bubble coalescence which causes 
high particle jets. Threshold velocity has been analyzed utilizing Hertz contact theory 
and the maximum shear theory (Tresca). Tube erosion was predicted utilizing the 
Finnie erosion model and the modified Finnie model, which considers the threshold 
velocity and compared to each other. Computed results show that the distance from 
distributor to the tubes, tube size, tube orientation and operating pressure have 
significant effect on bed dynamics and tube erosion. The threshold velocity is found 
to significantly influence the prediction of erosion. 

1 Introduction 
Fluidized bed combustion has become a highly competitive 

technology for the clean combustion of coal; however erosion 
of in-bed heat exchangers is limiting this technology. In order 
to analyze the erosion of the in-bed tubes, some experimental 
work has been performed (Vicent et al., 1987; Witherell et al., 
1988; Levy et al., 1989; Podolski et al., 1987, 1991; Levy et 
al., 1991; Sethi et al., 1991). Since erosion is a local behavior 
which concerns particle impact velocity and impingement fre
quency, it is extremely difficult, time consuming and expensive 
to obtain those local erosion data through experiment. High 
speed computers make it possible to analyze the bed dynamics 
and to predict tube erosion. Hydrodynamics and erosion of 
FBCs have been analyzed through the use of the computers 
for some bed configurations and operating conditions (Bouil-
lard et al., 1991; Lyczkowski et al., 1987, 1991; Chang et al., 
1991); however, research is confined to the simulation of cold 
beds containing horizontal square tubes (Lyczkowski et al., 
1991; and Chang et al., 1991). Due to the complexity of the' 
hydrodynamics variation of bed configuration and operating 
condition may also influence flow fields and therefore tube 
erosion. 

In bubbling beds, as the bubbles pass the tubes they carry 
the particles in their wakes with various velocities. The larger 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 17, 1993; revised manuscript received June 3, 1994. Associate Technical 
Editor: A. F. Ghoniem. 

the bubbles within the tube bank, the higher is the variation 
in the local velocity in the neighborhood of the tube (Zakkay 
and Krishna, 1987). The bubble size depends not only on the 
fluidizing velocity, but also on the space between distributor 
and tubes. When this space becomes larger, the bubbles may 
have enough space to coalesce and become larger. Larger bub
bles cause higher particle jets and thus result in serious damages 
of the tubes. Erosion is severe for a horizontal tube arrange
ment due to the direct impact of the particles. Different tube 
arrangement and size may change bubble size so that smaller 
tubes could result in smaller bubbles. This may reduce tube 
erosion and in addition heat transfer rates may be improved 
since surface is increased. ' 

The horizontal heat exchanger tube design is preferred by 
the boiler industries because of the substantial experience gained 
in this configuration. However, vertical heat exchangers appear 
to provide clear advantages over horizontal types such as en
hanced particle mobility, resistance to erosion, scope for in
creasing the volumetric solidity of in-bed tubes and thus higher 
heat loadings (Zakkay et al., 1986). For horizontal tube banks, 
particle jets impact on the tubes directly and they are the main 
contributors to the erosion; however in vertical tube banks, 
the tube configuration makes the bubbles pass the tubes 
smoothly and the particle jets move tangentially to the tubes, 
thereby reducing tube erosion. Thus far, only limited research 
has been conducted on vertical heat exchangers since its original 
suggestion by Zakkay in 1978. 
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Atmospheric fluidized bed combustors (AFBCs) are already 
enjoying some success in the industrial marketplace as a highly 
competitive technology for producing heat and process steam. 
AFBCs provide fuel flexibility, meet emission standards for 
S02 , reduce NOx, and increase thermal efficiency. Pressurized 
fluidized bed combustors (PFBCs) offer the promise of further 
enhancement of some of AFBCs design advantages and may 
reduce bubble size due to higher pressure, and therefore lower 
erosion. 

The particles circulate in fluidized bed combustors and each 
particle possesses different velocities depending on its size and 
orientation. When the moving particles impact on the tubes, 
erosion may be produced; however when the velocity of the 
particles is lower than a certain level (threshold), only elastic 
deformation takes place. The inclusion of the threshold ve
locity in the model could have significant effect on the com
putation of the erosion. The threshold phenomenon has been 
reported by Stringer (1987) and Podolski et al. (1991). In FBCs, 
some particles have lower velocity than the threshold velocity 
so that the elastic deformation energy in the model, which does 
not contribute to the erosion, should be excluded in the erosion 
calculation. 

This paper presents (i) the analyses of threshold velocity and 
the modification of the Finnie erosion model, (ii) the devel
opment of hydrodynamic model utilizing computers, and (iii) 
the analyses of the hydrodynamics and erosion in fluidized 
bed combustors containing tubes for the variation of the dis
tance from the distributor to the tubes; the tube arrangement; 
the tube orientation; and the operating pressure. 

2 Threshold Velocity 
In fluidized bed combustors, the particles in the wakes of 

rising bubbles have a higher velocity than the adjacent particles. 
When the particle velocity impacting on the tube is lower than 
the threshold velocity, only elastic deformation takes place and 
no erosion is produced. Therefore, erosion should take into 

Fig. 1 A particle impacting on a tube 

account only those particle velocities which are higher than 
the threshold velocity. 

The threshold velocity can be obtained by the theory of 
elasticity. Assuming that the particle which is hitting the tubes 
is spherical and the ratio of the particle diameter to the tube 
diameter approaches zero, Hertz contact theory (Laudau and 
Lifshitz, 1986) shows that the contact area is a circle and 
maximum pressure P0 takes place at the center of contact 
surface, which is 

Pn = Z 
2xD-

(1) 

where h0 is the distance of the deepest penetration of the par
ticle into the tube, R the radius of the particle and 

D = -
3 / l V 1-

- + - (2) 
4 \ E ' E ' 

where v and v' are Poisson's ratios of the target (the tube) 
and the spherical particle, and E and E ' are Young's moduli 
of the two bodies. 

As a spherical particle with velocity V impacts on a target 
with angle a as shown in Fig. 1, both the normal stresses and 

N o m e n c l a t u r e 
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= impingement angle 
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= shear stress in target, Pa 
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and z-directions, respec
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= yield stress of materials, Pa 
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respectively, kg/m3 

= friction coefficients for 
contact bodies 

= gas dynamic viscosity, 
kg/(m»s) 

= particle shape factor 

Superscripts 
= d/dt 

Journal of Fluids Engineering DECEMBER 1994, Vol. 116 / 747 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



shear stress appear inside the target. The normal stresses in 
the target are az in the z-direction and ar in the /--direction, 
and the shear stress is rzr due to friction. The distributions of 
az and ar along the z-axis are given by Engel (1978). If com
pressive stresses are taken as positive, 

„2 
a 

'a2 + z2 

r=-P0 (l + v) >•-- arctan 
a \z 

1 
2(a2 + z2} 

(3) 

(4) 

where a is the contact radius. 
If the impingement angle a is less than a certain value, the 

sphere will slip on the target. Most of the particles in fluidized 
beds hit the tubes almost tangentially (Podolski et al., 1991). 
The tangential force of friction between the moving sphere 
and the target is porportional to the normal force by Coulomb's 
law and the friction traction has the same distribution as the 
normal pressure. According to Johnson (1985), the shear stress 
inside the target along the z-direction has the same distribution 
as az and it is written: 

„2 

r = llPo 
a 

cf + z2 (5) 

The relationship between the maximum pressure, P0, and 
the impact velocity of the sphere, V, can be obtained by the 
principle of energy conservation (Laudau and Lifshitz, 1986). 
In collision, the maximum contact approach h0 is 

hB 

5mD\' 
Vt' (6) 

where m is mass of the spherical particle. The maximum pres
sure becomes 

P° = 2 
1 /405 1/5 l/Sr/2/5 

D4/s (7) 

where ps is the density of the particle and Vz = V sin a. A 
similar expression of Eq. (7) has been given by Davies (1949); 
however, his model only includes one of the elastic moduli of 
two contact bodies and thus it may only be used for the case 
where the sphere has much higher hardness than the target. 
According to the theory of maximum shear stress (Tresca), the 
criterion of limiting elastic stress state (Jaeger, 1956 and Popov, 
1976), in which no permanent deformation takes place, is 

+ £<£ (8) 

where ay is the yield stress of the target material without con
sidering the effect of hardening due to multiple impacts. 

With the help of Eqs. (3), (4), and (5), Eq. (8) becomes 

cp°=\ Vf 
405 \1 / 5 CPysVfs 

D«' < zz. (9) 

where 

C= 

3a2 

2{<f• + ?) 
3T + (1 + ") 

z a 
- arctan f 
a \z 

ST?) (10) 

The maximum normal velocity, Vz, to satisfy Eq. (9) is called 
the threshold velocity, V,, as the constant C reaches the max
imum, Cm. Consequently, the threshold velocity becomes 

-5/2„ V, = 0A9C-^p6 
-1/2 5/2 n 2 

av D (11) 
where the constant, 0.49, results from TTA 

Fig. 2 Idealized tetrahedral particle 

The particles in fluidized bed combustors are not perfect 
spheres. Some particles may have sharp tips so that they erode 
the tube more seriously than the spherical particles. The thresh
old velocity for a particle with the sharp tip of i?tip is 

^ E = / | E y / 2
 (12) 

Equation (12) indicates that the threshold velocity of the par
ticles with sharp tip is (Rtip/R)3/2 times as small as the spherical 
ones. 

The particles in fluidized beds have different shapes and the 
character of the shape is represented by an average sphericity 
which is defined as the ratio of the surface of a spherical particle 
to the surface of actual particle on the basis of same volume 
(Kunii and Levenspiel, 1969). The rougher the particles, the 
lower the sphericity. For example, a tetrahedron has a spher
icity of 0.671 and a perfect sphere has a sphericity of 1.0. In 
spite of the variety of the particles, some typical particles, such 
as tetrahedral particles, could be used to obtain the relation 
between threshold velocity and sphericity. To facilitate the 
analysis, each broken tip of the tetrahedron is simplified as a 
part of an inscribed sphere whose radius is the curvature radius 
of the tip, as shown in Fig. 2; the broken edges are not taken 
into account. Referring to Fig. 2, the curvature radius of the 
broken tip is 

V6 b 
(13) 

where y is the distance from the tip. The particle is considered 
to be a sphere and its radius is 

R = b 
V2 
16TT - ^ ' • ^ 

(14) 

The surface of the spherical particle is S = 47ri? and the actual 
surface of the particle is 

2 / \ 2~] 

A = bl * - * * l ) + f J (15) 

Therefore, the sphericity 4> = S/A and Rnp/R can be obtained 
by utilizing the above relations. Vutip/Vt approximately linearly 
decreases with <j>, as shown in Fig. 3. 

The quantity Vutip may be used in the erosion models (Bitter, 
1963a,b; Neilson 'and Gilchrist, 1968; Hashish, 1987) which 
include threshold velocity and V, might be involved in the 
models (Hutchings et al., 1976; Rickerby and Macmillan, 1980; 
and Sriram and Kosel, 1987) which apply for high impact 
velocity. Since Finnie's model (Finnie, 1958,1963) has a simple 
form and easily obtainable parameters, it is used here to predict 
erosion. In erosion processes, no erosion is produced when the 
normal velocity (V sin a) of the particle is lower than Ktitip. 
When Ksin a is higher than VutiP, erosion takes place; however 
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Fig. 3 Computed normalized erosion and threshold versus sphericity. 
(Q/F)AFBC is the ratio of the modified model to the Finnie model in a 
AFBC. 

elastic deformation energy does not contribute to the erosion 
(Bitter, 1963a,b). Therefore, the Finnie model 

*• l h V ft ^ 

8PS 

(16) 

might be modified as 

Q= 
m[(Vcos a)2 + (Vsin a- Ft|tip)2] 

Ws
 fia) ° 7 ) 

where F and Q are erosion rate, m the particle mass flux, Ps 

the hardness of eroded body and 

/(«) = 
l sin 2a - 3 sin2 a a< 18.43° 

a>18.43° 
(18) 

Utilizing Eq. (17), computed erosion rates for AFBC and PFBC 
at the underside of the central tube are shown in Fig. 3. Erosion 
almost linearly decreases with increasing sphericity and erosion 
in PFBC decreases more rapidly than in AFBC. 

The threshold velocity varies with the particle shape; for 
fairly rough particles, Vutip vanishes; however for particles 
close to perfect spheres, Vutip approaches V,. Unfortunately, 
the expression of KtitjP for each individual particle in fluidized 
beds can not be developed thus far. The actual particles are 
neither idealized angular (Ktitip = 0) nor perfect sphere (Vtjtip 

= V,). Erosion might be predicted by an appropriate average 
of the two extreme cases; idealized angular particles and perfect 
spheres. This may be performed because erosion has approx
imately linear relation versus sphericity as shown in Fig. 3. 
For the idealized angular particles, erosion is calculated by the 
Finnie model (Eq. (16)) and for the perfect spheres, it may be 
predicted by the following model. 

r,_m[(Vcos q)2 + (Fsin a- V,)1} 

8PS 

Therefore, the average erosion which considers threshold might 
be approximated by 

Q = F-'-
-4>o 

(F-F') (20) 

where 0O is the minimum sphericity. The average sphericity of 
the particles in fluidized beds is around 0.75 (Kunii and Lev-
enspiel, 1969; Almstedt and Zakkay, 1990) and the minimum 
sphericity is about 0.5 (Kunii and Levenspiel, 1969). In this 
study, 4>0 = 6.5 and <j> = 0.75 are taken. 

3 Hydrodynamic Model of Fluidization 

Hydrodynamic model of fluidization uses the principles of 
conservation of mass, momentum, and energy. The separate 
phase continuity equations and the momentum equations for 
two-dimensional, transient, isothermal two-phase flow (in 

Cartesian coordinates) are given as follow (Lyczkowski et al., 
1987). See nomenclature for the definition of the symbols. 

Gas Phase Continuity 

ft (P*° +Jx {pseU*)+Ty (P*V')=0 (21) 

Solid Phase Continuity 

^[Ps(l-e)]+^-[ps(l-e)Us]+^-[ps(l-€)Vs) = 0 (22) 
dt dx ay 

Gas Phase Momentum in x-Direction 

It (Pg6Us) + dx {PSeU*VZ)+Ty ^V*U*) 

= -ed-f + $x(Us-Ug) (23) 
dx 

Solid Phase Momentum in x-Direction 

£ t p , ( l - e ) J 7 J + f L » , ( l - e ) t / , I / J + j - LMl-e)K,C/J = 
at dx ay 

-{l-e)^ + Six(Ug-Us) + G(e)yx (24) 

Gas Phase Momentum in y-Direction 

d 5 . „ „ . d_ 

ay dt {pgtVg)+~dx ( p s e t W + ~ (f>*v*vJ 

= - e ~ + 0y(Vs-Vg)-epgg (25) 
dy 

Solid Phase Momentum in y-Direction 

£ l M l - e ) K J + r lPs(l-e)UsVs]+^- [Ps(l-e)VsVs] 
dt dx ay 

dP de 
= -(l-e)y + l3y(Vg-Vs)-pAl-e)g+G(e)^ (26) 

In the equations, gas and solid viscous stresses have been 
deleted because for this application they are unimportant and 
result in longer computing time (Rivard and Torrey, 1979). 
The solid phase stresses in the equations are used to prevent 
the particles from compacting to unreasonably high density 
and the solid elastic modulus, G(e), is 

G(€)/G„ = e x p [ - c ( e - e * ) ] (27) 

where c = 500 and e* = 0.422 and G0 = 1.0 Pa (Gidaspow 
and Syamlal, 1985). 

In the equations fix and f}y are friction coefficients between 
the gas and the particles and a set of those parameters are 
given by Ettehadieh et al. (1984) as follows. 

0 ,= 150 ( 1 j ! ) f / + 1-75 
Vg-V,\{l-e) 

e<0.8 (28) 

Py = ~Cdy
e{1-e)[VrVslPse^ e>0.S (29) 

dp<f>s 

24 
Cdy = —(l+0A5Ru

ey
w') Rey<l,000 

Rey 

Cry = 0.44 Rey> 1,000 

Rey — 
epg\Vg-Vs\dp 

% 

(30) 

(31) 

(32) 

The expression for the friction coefficient in the x-direction is 
the same as that in the y direction. 

The seven unknown quantities are the gas density, pg; the 
void fraction, e; the pressure, P; the gas velocity components 
Ug and Vg and the solids velocity components Us and Vg in 
the x- and ^-directions, respectively. The six equations above 
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Fig. 5 Computed porosity and particle velocity vector plots of multi-
square tube bed at 0.75 s 

(Eqs. (21)-(26)), plus the equation of state for the gas, P = 
P(pg), are sufficient to determine all the unknowns for given 
boundary and initial conditions. 

Numerical solutions of Eqs. (21)-(26) can be obtained 
through the use of high speed computers; however solving the 
partial differential equations requires means for representing 
the fields, and a way to calculate changes in the fields through 
time from a prescribed set ofinitial conditions, subject to given 
boundary conditions. In this study, a finite difference method 
(Harlow and Amsden, 1975) is used to solve the equations. 
The equations are solved in two parts. The first part of a 
calculation cycle performs the explicit time advancement (tn+ i) 
of those quantities that do not need to be determined in the 
implicit iteration loop. From Eq. (22), the density of solids-
phase can be obtained explicitly for time t„+l and therefore 
the porosity. The second part to be solved are those of the 
simultaneous implicit transport of gas density and the mo
mentum of both fields, which involves an iteration procedure. 
The first step is to obtain a pressure increment AP for every 
computational cell. With AP the gas density and the velocities 
for new sweep can be obtained through iteration. Iterative 
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Fig. 6 Computed porosity and particle velocity vector plots of single 
square tube bed at 0.75 s 

accumulation of changes in the pressure and the other field 
variables continues until the error of gas phase mass conser
vation is sufficiently small, at which time the changes in pres
sure is small enough and the iterative quantities have converged 
to their final values for the cycle. The program has been de
veloped utilizing New York University CONVEX C210 mini-
supercomputer. This computer model can perform hydrody-
namic computations for cold, hot or high pressure isothermal 
fluidized bed. 

In the simulation process, a proper tube model is needed to 
represent a circular tube for a better hydrodynamics prediction. 
In order to optimize the tube models, two types of the tube 
models, multi-square (24 cells) as shown in Fig. 5 and single 
square ( 6 x 6 cells) as shown in Fig. 6, are chosen to represent 
the circular tube. The multi-square tube model has the volu
metric solidity of 14.8 percent, the single square has 22.2 per
cent, and the circular tube with the same tube spacing has 17.5 
percent. If the tube model is represented by a multi-square of 
76 smaller cells having 16 corners, the solidity is 16.9 percent; 
however, computing time will increase about 10 times because 
both the cell dimension and the timestep decrease. 

A bed model, 40.8 cm wide by 88.4 cm high as shown in 
Figs. 5 and 6, is simulated. During the simulation, glass beads, 
diameter of 1500 fim; sphericity of 1.0; and a density of 2490 
kg/m3, were used for the solid phase. Air was used as fluid 
carrier at a temperature of 65.5 °C (see Table 1). The no-slip 
boundary conditions are used, i.e., all velocities on solid sur
faces are set to be zero. This is always true except for the 
tangential particles under elastic deformation condition; how
ever there is difficulty in addressing with this problem. At the 
inlet, uniform fluidizing velocity of 1.22 m/s is used and there 
are no particles entering. Initially, the axial (vertical) gas ve
locity is equal to the gas phase velocity and all the other ve
locities are zero. The initial bed porosity is uniform at 0.494 
as computed from the Ergun equation (Ergun, 1952) and initial 
bed height is 38.35 cm. The initial pressure distribution cor
responds to the hydrostatic bed height. 
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Table 1 Operating conditions 
Parameter Value 

Particle diameter (/im) 1500 
Particle density (kg/ra3) 2490 
Particle sphericity 1.0 
Minimum-fluidized porosity 0.42 
Fluidizing velocity (m/s) 1.22 
Temperature (°C) 65.5 
Pressure at top of bed (kPa) 101.3 
Fluid carrier Air 

Table 2 Computed average erosion rates Unit: iim/1000 hr 
Tube 1 Tube 2 Tube 3 Tube 4 Tube 5 
F Q ~ F Q F ~ Q ~ F Q ~ F Q 

Single square tube 706 353 459 232 1245 856 
Multi-square tube 185 93 114 57 336 220 
Higher bed 384 221 519 319 253 133 411 260 518 310 
Lower bed 314 164 307 181 211 116 208 110 429 274 
Larger size tube 1440 748 342 173 743 454 
Smaller size tube 418 243 279 141 336 168 458 245 566 315 
Vertical tube 111 56 331 166 95 49 
AFBC 574 367 568 337 641 444 
PFBC 395 200 171 86 301 162 
Note: 1) For the distribution of the erosion rates around the tubes, 

see reference Li (1993). 
2) F is the erosion rate of the Finnie model and Q is the one 
of the modified model. 

The symmetric condition may result in reduced computing 
time. The bed geometry and the boundary conditions are sym
metrical about the center line. During the computation, x and 
y coordinates were set on the distributor and the left wall of 
the bed, respectively, and no symmetry was assumed in ad
vance. The entire bed containing 5 tubes was computed utilizing 
4992 cells. The computed results show that all the variables 
are symmetrical about the center line. This implies that only 
half the bed needs to be computed and therefore the com
putational time could be cut in half. In the computations, a 
fixed timestep of 10 /xs was used for this bed model. On a 
CONVEX C210 mini-supercomputer, running time for 2496 
cells is about 10 hours for each second of transient time. 

Figure 4 shows the bubble frequencies (the number of bub
bles/sec passing a given point) for those two types of the tube 
models at the underside (near 6 o'clock) of the upper level 
tubes up to 1.1 s of transient time. The bubble frequencies are 
approximately 3 Hz, which is in excellent agreement with the 
experimental results, 2-4 Hz (Podolski et al., 1991). The bub
bles which last for longer times as shown in Fig. 4 indicate the 
larger bubbles. In the bed, bubbles grow and break; some 
bubbles coalesce and form larger ones. Figure 5 shows the 
coalesced bubbles due to combination of the bubbles in the 
tube bank. The coalescing bubbles become larger than the 
single one and cause higher particle jets in their wakes. The 
phenomenon of bubble coalescence has been reported by Levy 
et al. (1991), where the effect of bubble coalescence on the 
tubes in an experimental bed containing one row of tubes was 
studied; however, no result has been reported on bubble co
alescence within tube banks. Figure 6 presents the particle 
velocity distribution and porosity contours for the single square 
tube model with the maximum particle jets of 1.6 m/s, about 
1.5 times as large as that of multi-square one (1.1 m/s) and 
therefore higher erosion. This difference could be attributed 
to the tube corners. 

The hydrodynamic model developed here is capable of com
puting gas and solid velocities, bubble frequencies, and po
rosity in the vicinity of the tubes in fluidized bed combustors, 
which may be used to predict erosion. Utilizing the Finnie 
erosion model and the modified model, the average erosion 
rates of the tubes were computed and are presented in Table 
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2 for one second transient time (0.1 - 1.1 s) assuming that 
the tube material is steel SAE 1045 (the yield stress of 631 
MPa) and the threshold velocity for spherical particles is 0.336 
m/s according to Equation 11 for /A = 0.2. Computed results 
show that the threshold velocity has a significant effect on the 
erosion calculation. The average erosion rates predicted by the 
Finnie model (no threshold) are about double of those pre
dicted by the modified model. For the multi-square tube, the 
maximum average erosion rate predicted by the Finnie model 
is 366 /xm/1000 hr; however that by the modified Finnie model 
is 220 /xm/1000 hr which is in good agreement with the ex
perimental average result; 127 /xm/1000 hr (Podolski et al., 
1991). As shown in Table 2, the average erosion of the single 
square tube has four times higher erosion than the multi-square 
tube. This implies that the modified Finnie model may be 
utilized to predict erosion and the multi-square tube model 
consisting of 16 cells could be a good representation of the 
circular tube. 

4 Analyses of Hydrodynamics and Erosion 
(i) Influence of Distributor-Tube Space. Influence of dis

tributor-tube space to bed dynamics and erosion is analyzed 
here through the simulation of two beds. The only difference 
between these two beds is the distance from distributor to the 
tubes. The higher bed has the double height (distributor-tube 
space) of the lower one as shown in Figs. 7 and 8 and each 
bed contains 9 horizontal tubes. During the computation, both 
beds have the same operating conditions as presented in Table 
1 and a fixed timestep of 5 lis was used. Computations of these 
two beds were performed on a CRAY Y-MP/832 supercom
puter. Running time is 18.5 hours for the higher bed and 15 
hours for the lower bed for 2 seconds of transient time. 

Computed bubble frequencies are about 3 Hz for the lower 
bed. The bubble frequencies for the higher bed are slightly 
lower, however the bubble size is larger. This may result from 
bubble coalescence due to the larger distance between the dis
tributor plate and the tubes. Figures 7 and 8 present porosity 
contours and particle velocity vector plots which show typical 
particle jets in the wakes of the bubbles. The jets around the 
upper level tubes in the lower bed are about 1.1 m/s; however, 
the jets in the higher bed is 2.7 m/s. These higher jets result 
in serious damage to the tubes. The computed average erosion 
rates of the two beds are presented in Table 2 and show that 
the distance from the distributor plate to the tubes affects 
erosion with the larger distance resulting in higher erosion. In 
particular, the local erosion rate of the higher bed is about 50 
percent higher than that of the lower bed, see Li (1993) for 
the distribution of erosion around the tubes. This may suggest 
that the tube should be brought as close as possible to the 
distributor plate to avoid establishing a higher bubble size and 
to reduce erosion in a freely bubbling bed. This criterion is 
limited to the minimum space that should be provided for the 
combustion to take place between the distributor plate and the 
bottom of the tubes. 

(ii) Influence of Tube Arrangement and Size. Bubble size 
in a tube bank may be influenced by tube arrangement since 
the bubble diameter is proportional to the tube spacing (Zakkay 
and Krishna, 1987). The tube banks consisting of smaller tubes 

' may resist the formation of larger bubbles due to smaller tube 
spacing and smaller changes of the cross-sectional area of the 
tubes, and therefore could result in more uniform flow fields 
and lower erosion. Influence of tube arrangement and tube 
size on the hydrodynamics was studied by simulating the beds 
which contain different sizes of tubes. The bed containing 5 
larger tubes 5.1 cm in diameter has a tube volumetric solidity 
of 16.7 percent, as shown in Fig. 9. The other bed containing 
9 smaller tubes 2.55 cm diameter as shown in Fig. 10 has the 
same solidity as the larger tube bed, 16.7 percent. For sim-
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plicity, the tube model for both beds is represented by a single 
square. The larger tube model has 4 x 4 cells and the smaller 
one has 2 x 2 . The opening conditions of the two beds are 
the same as presented in Table 1. 

Computed bubble frequencies around the tubes are about 3 
Hz for both beds. This indicates that tube arrangement does 
not significantly influence bubble frequency; however, it in
fluences bubble size. The larger tubes cause larger bubbles 
since they have larger tube spacing. Figure 9 presents the po
rosity and particle velocity vector plots for the larger tube bed 
at 0.7 s with a jet velocity of about 1.3 m/s. For the bed 
containing smaller tubes, the bubbles within the tube banks 
are smaller and therefore result in lower jets (about 0.7 m/s) 
as shown in Fig. 10, thus effectively reducing tube erosion. 
The average erosion rate of the larger tube of the upper level 
is 454 ^m/1000 hr as shown in Table 2; however the erosion 
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Fig. 9 Computed porosity and particle velocity vector plots of larger 
tube bed at 0.7 s 
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Fig. 10 Computed porosity and particle velocity vector plots of smaller 
tube bed at 0.7 s 

rate of the smaller tube is only 315 ^tm/1000 hr, about 50 
percent lower. This may lead to the conclusion that smaller 
tubes should be used to reduce erosion. 
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Fig. 11 Computed porosity and particle velocity vector plots of vertical 
tube bed at 1.0 s 

(iil) Vertical Tube Bed. Motion of bubbles causes particle 
jets in their wakes. In a horizontal tube arrangement, the jets 
impact on the tubes directly and result in erosion. However in 
vertical tube arrangement, motion of particles is tangential to 
the tube orientation and erosion could be reduced since it 
avoids the direct impact of the particle and large variation in 
velocity. Figure 11 is a two-dimensional bed model which con
tains 5 vertical tubes. Tube solidity is 16.7 percent which is 
the same as the bed containing the smaller horizontal tubes in 
Fig. 10. The tube model simulates a tube of diameter 2.55 cm 
and a length of 38.25 cm. Operating conditions are the same 
as presented in Table 1. 

Computed frequencies at the lower end of the tubes are very 
close to those of horizontal tubes, about 3 Hz and the fre
quencies of the upper end are slightly lower than those of the 
lower end due to coalescence of the bubbles. Particles move 
tangentially to the tubes and have lower normal impact velocity 
as shown in Fig. 11 due to the influence of the tube orientation; 
therefore lower tube erosion is produced as shown in Table 2. 
The highest average erosion rate of vertical tubes is 166 fim/ 
1000 hr; compared to the horizontal tube of 315 /^m/1000 hr, 
and therefore a vertical tube has approximately one half the 
erosion of the horizontal tube. This would suggest that vertical 
tubes could be used to avoid the direct impact of the particles 
on the tubes and to reduce tube erosion. 

(iv) AFBC and PFBC. Variation of pressure in fluidized 
bed combustors may result in different size bubbles and flow 
fields and therefore produce different tube erosion. AFBC has 
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13 Computed porosity and particle velocity vector plots of PFBC 
3 s 

lower pressure which results in lower drag force so that flui-
dizing velocity has to be increased; this may result in larger 
bubbles which cause higher particle jets in their wakes and 
thus give rise to higher tube erosion. However, an increase of 
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the operating pressure (PFBC) results in an increase of the 
drag force, and therefore lower fluidizing velocity with the 
same drag force. This could result in smaller bubbles and 
reduced erosion. Hydrodynamics and erosion of AFBC and 
PFBC were analyzed by the simulation of a bed, 40.8 cm wide 
containing 5 multi-square tubes. In the computation, particle 
diameter was 800 /xm and the air temperature was 871 °C. Exit 
pressure is 1 atm for AFBC and 10 atm for PFBC. Superficial 
fluidizing velocity is uniform at 1 m/s for AFBC and 0.599 
m/s for PFBC in order to maintain the same drag force as 
AFBC. 

Computed bubble frequencies around the tubes for both 
AFBC and PFBC are 4-5 Hz. It indicates that increase of 
pressure does not significantly influence the circulation rate 
of particles. However, the bubble sizes are quite different as 
shown in Figs. 12 and 13. The bubbles are much smaller in 
PFBC than in AFBC so that the particle jets in PFBC are 
much lower. The jet velocity is about 1 m/s in PFBC and 2 
m/s in AFBC. The smaller bubbles may improve the heat 
transfer and make particles interact well so that S02 may be 
removed more efficiently. In addition, PFBC can either be 
designed to be smaller or convert more energy since the gas 
mass flux in this case is higher. 

The tube erosion rates for both AFBC and PFBC were 
averaged from 1.0 to 2.0 s in order to eliminate the influence 
of slugging flow of AFBC since it occurs before 0.7 s. This 
behavior may result from uniform porosity at the initial and 
higher fluidizing velocities, but it disappears after 0.7 s. Slug
ging was minimum for PFBC. Computed erosion rate of the 
upper level tubes in the AFBC is 436 /^m/1000 hr as shown in 
Table 2; however that of the PFBC is 162 ^m/1000 hr, more 
than two times lower. The threshold velocity has a significant 
effect in PFBC because of the lower particle velocity, as shown 
in Table 2. The higher erosion of AFBC results from the higher 
particle jets caused by the larger bubbles. This result concludes 
that increasing the pressure decreases the erosion rates and 
improves bed dynamics, a result which has already been ob
served by several researchers. 

8 Conclusions 
Hydrodynamics and erosion of fluidized bed combustors 

containing tubes have been analyzed and compared to one 
another for a given fluidized bed configuration and operating 
conditions through the use of the computer model which has 
been developed here. Computed results show that the bed 
configuration and the operating pressure have significant ef
fects on the bed dynamics and tube erosion and also show the 
flexibility and reliability of the computerized hydrodynamic 
model. 

Threshold velocity has been used to modify the Finnie model. 
Computed results show that the threshold velocity has a sig
nificant effect on erosion prediction, particularly at lower im
pact velocity. The modified model predicts erosion closer to 
the experimental values (Podolski et al., 1991) than the Finnie 
model. The comparison of two types of tube models indicates 
that the multi-square tube model results in better hydrody
namic results which are closer to the experimental data. More
over the predicted erosion is in good agreement with 
experiments (Podolski et al., 1991). This leads to the conclusion 
that the computation should be performed (if possible) for 
circular tubes; however prohibitive computational time is nec
essary. 

The computed results of horizontal tubes for different dis
tributor-tube space indicate that the larger distance from dis
tributor to the tubes may result in larger bubbles which cause 
higher jets and higher tube erosion. Therefore, the tubes should 
be brought as close as possible to the distributor plate to avoid 
establishing a larger bubble size. The hydrodynamics simu
lation for the beds containing different tube arrangements 

indicates that the smaller tubes could reduce bubble size due 
to the smaller tube spacing and the smaller change of the cross-
sectional area of the tubes and thus could produce lower ero
sion. This may imply that smaller size tubes should be used 
to reduce bubble size within the tube banks and to reduce 
erosion. Hydrodynamics and erosion computations for vertical 
tubes indicate that the orientation of the tubes has significant 
effect on the erosion process to the tubes. Vertical tubes could 
produce lower erosion since particles travel tangentially to the 
tubes. 

The simulation of Atmospheric Fluidized Bed Combustor 
(AFBC) and Pressurized Fluidized Bed Combustor (PFBC) 
shows some advantages of PFBC over AFBC. PFBC produces 
smaller bubbles, lower particle jets and lower tube erosion. In 
addition, the smaller PFBC can be designed because of higher 
gas mass flux. In another words, PFBC has larger energy 
conversion capacity. 

Most of the conclusions reached here have already been 
discovered experimentally. The purpose of this paper is to 
demonstrate the flexibility of utilizing this model for future 
research and design. 
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On the Compressible Flow Losses 
Through Abrupt Enlargements and 
Contractions 
The well-known structure of incompressible flow through abrupt enlargements and 
contractions is applied to the subsonic compressible flow through the same area 
change. Using the basic system of equations for 1-D model of flow, both cases are 
solved for adiabatic and isothermal conditions. The changes for all flow parameters 
(M, v, p, pa, T, T0, s) are obtained analytically and shown graphically. The results 
are compared with the available experimental data. 

1 Introduction 
Exact, or at least accurate prediction of separation losses 

that occur in a pipe, whenever its area or its direction is changed, 
is of invaluable importance for any engineer who is involved 
in calculation of fluid flow in pipes. Head loss due to separation 
of fluid flow from the walls of a pipe makes a constitutive 
part of the generalized Bernoulli's equation, without which 
even a very simple problem of fluid flow through pipes can 
hardly be solved. As is well known from a basic fluid mechanics 
course, the generalized Bernoulli's equation is derived from 
the momentum equation, or, more precisely, from its differ
ential form when it is integrated between two characteristics 
cross-sections of the pipe. Consequently, head loss due to 
separation can only be accurately deduced if all the terms in 
the momentum equation are known, and, in particular, if the 
reaction force, i.e., the force which the fluid exerts on the pipe 
walls, is known. Thus, the accurate value of the reaction force 
represents the key parameter for an analytic evaluation of the 
separation loss. In general, due to the complicated, usually 3-
D structure of the flow in separation losses, it is not possible 
to predict its value. Hence, the corresponding head loss in 
Bernoulli's equation cannot be predicted either, and can be 
determined only by experiments. 

However, there are two exceptions: the flow in an abrupt 
enlargement (Fig. 1) and the flow in an abrupt contraction 
with a Borda mouthpiece (Fig. 2(a)). In both of these the 
reaction force consists mainly of the pressure force exerted on 
the annular area. In the first case, the pressure over the annular 
area is approximately uniform and equal to the pressure in 
upstream station 1, while in the second case, it is approximately 
equal to the total pressure in station 1. For an incompressible 
flow the corresponding reaction forces straightforwardly lead 
to the following expressions for the head loss: 

Y,= l-(vr v2)
2 — for abrupt enlargement 

(Borda-Carnot formula) 
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Yi = ~z V2 (t>2 - vi) — for the abrupt contraction 
with a Borda mouthpiece 
d>D2/2) 

where V\ and v2 are mean velocities in stations 1 and 2, re
spectively. 

As far as we know, the problem of a subsonic compressible 
flow through sudden area changes, whose structure can be 

4 J 

î -t 
o ;• r 

T ~ C ^ - 1 

< 2 
Fig. 1 Flow through an abrupt enlargement 

Fig. 2 Flow through an abrupt contraction 
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supposed to be very similar to the incompressible flow and for 
which the corresponding reaction force attains approximately 
the same values, has been only partially and incompletely 
treated in the existing literature, for example, Hall and Orme 
(1952) or numerous papers by Benedict et al. (1966-1980). In 
this paper, the complete theory of that problem for both adi
abatic and isothermal flow conditions is presented. For the 
flow through a sudden contraction, the problem of choking 
is also discussed, and the upstream critical Mach number is 
evaluated. 

2 Flow Model 

A one-dimensional model of flow has been adopted here for 
studying the problem, with two characteristic stations: 1 (be
fore the area change) and 2 (after the area change, when fluid 
flow is reattached to the pipe wall). At the same time, the 
subsonic case is considered and hence the static pressure at the 
face of the step is equal either to px (for abrupt enlargement) 
or to/?0i (for abrupt contraction with Borda mouthpiece). Both 
values were confirmed experimentally, for instance by Benedict 
(1966b). 

For each of the two cases of area change, both adiabatic 
and isothermal flow are considered in conjunction with the 
ideal gas law: 

Pi 

P\T\ 

Pi 

PiTi 
R (1) 

and conservation of mass: 

m = pxviAi=p2v2A2 (2) 

There are various ways to present the obtained analytical 
solutions, some of which have been used in already published 
papers and textbooks. However, the most suitable way to pre
sent, analyze and use the results in practice is to express the 
simple ratio of the values of a variable after and before the 
area change as a function of the gas property (7), area ratio 
(A), and upstream Mach numbe (Mi): 

-=f(y,A,Ml) 

This form is used for all four cases that are considered in 
this paper, which enables the simple comparison of the results. 

7 Pi Vi _ ' 
7 - 1 pi 2 7-

_Pl "2 

• 1 P 2 2 
(4) 

A quadratic equation appears when solving the presented 
set of equations. It is interesting to note that one of the possible 
solutions actually corresponds to the shock wave case in a pipe, 
as then AX=A2 and all governing equations have an identical 
form as in the flow through a shock. Of course, this solution 
has been rejected in this context. 

The obtained results are presented in the following way: 

P\ 

Pt 

M 2 = M 

P02 

P01 ~FXA 

1+-

1 
FXA 

F2 

FXA 

2 Fn 

7/7 — 1 

1+- -M? 

C- = F, 

s2~sx 

R 7 - 1 
-In 

Tx 

, P01 
= ln — 

P02 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

(H) 

Both F{ and F2 depend upon 7, A, and Mi and are given in 
the Appendix. All ratios in Eqs. (5) to (11) can now be easily 
tabulated or presented graphically. 

The majority of the results for this case have been already 
known theoretically and confirmed experimentally by Hall and 
Orme (1952) and by Benedict et al. in a number of papers and 
books (1966-1980). Here attention will be paid to an interesting 
result concerning the density changes. It can be seen from Eqs. 
(3) and (4) that the velocity decrease causes both pressure and 
temperature increases. The change of density, however, de
pends on the rate of change of both pressure and temperature. 
It can be shown that there is a characteristic area ratio 

3 Abrupt Enlargement 

For this type of area change (Fig. 1) the conservation of 
momentum is 

-px(A2-Ax)=pxAx-p2A2 + m(vx-v2) (3) 

The fourth equation is dependent upon the thermodynamic 
conditions of the flow. For the sake of simpler presentation, 
the area ratio A = (A2/Ax) > 1 is used. 

3.1 Adiabatic Flow. When the gas flows through a ther
mally insulated pipe, the flow can be considered as adiabatic 
(T0 = const) and therefore the conservation of energy stays as 

7 + 1 

Vl ( = 6 for air) (12) 

at which, regardless of M b fluid does not change its density 
and hence its velocity changes in an "incompressible m a n n e r " 
(vx/v2 = Ac). The change of density (Eq. (6)) is presented in 
Fig. 3 (full lines) for three different inlet Mach numbers and 
this characteristic value can be seen quite clearly. Therefore, 
when gas flows through a sudden enlargement under adiabatic 
conditions, it either compresses (for A<AC), when pressure 
increase prevails upon temperature increase, or expands (for 
A >AC), when the temperature increase is the dominant factor. 

A = area, m2 

c = specific heat capacity, 
k = coefficient 

M = Mach number 
m = mass flow rate, kg/s 
p = static pressure, N/m2 

Po = total pressure, N/m2 

J/kgK 

q = heat exchange rate, J/kg 

R = gas constant, J/kgK 
s = entropy, J/kgK 
T = static temperature, K 
T0 = total temperature, K 
v = gas velocity, m/s 

Yt = head loss, J/kg 
T = cp/cv 
p = gas density, kg/m 

i/ = coefficient of contraction 

Subscripts 

1 = inlet conditions 
2 = outlet conditions 
c = critical conditions 
5 = vena contracta 
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Fig. 3 The influence of area ratio A and inlet Mach number M1 on the 
gas density change for adiabatic and isothermal flow through abrupt 
enlargement 
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Fig. 5 The influence of area ratio A and inlet Mach number Mi on the 
total pressure change for adiabatic and isothermal flow through abrupt 
enlargement 
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Fig. 4 The influence of area ratio A and inlet Mach number Mi on the 
gas density and pressure change for adiabatic flow through abrupt en
largement 
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(13) 

(14) 

(15) 

(16) 

(17) 

As far as the equation of continuity is concerned, it means 
that for a large ratio A, an obvious velocity drop is not suf
ficient to keep that gas flow rate constant, and a density de
crease is required. However in any case, the gas density does 
not change dramatically and, for most values of A and M] it 
varies within ±10 percent. The only exception is the combi
nation of a very high inlet Mach number Mi and a very low 
area ratio A where that change just exceeds 20 percent (the 
absolute maximum is (p2/pi)max= 1.2632 for A = 1.357 and 
M, = l). 

The absolute maximum of the static pressure ratio (P2/ 
Pi)max= 1.4387 occurs at Mi = l and the slightly higher area 
ratio A = 1.523. All local maximum values of density and static 
pressure (for Mi = const.) occur at different values of area ratio 
A. This can also be elucidated in another type of diagram (Fig. 
4), which usefully and instantaneously gives values for change 
of pressure and density for the given enlargement (A) and inlet 
conditions (Mi). 

Finally, a diagram representing the influence of Mi and A 
onto the total pressure is given in Fig. 5. This is presented in 
order to predict the energy loss in this case, as well as for the 
comparison with the isothermal flow through the same con
figuration. 

3.2 Isothermal Flow. When the pipe is not insulated, in
tensive heat transfer with surroundings occurs and hence, 
T= const. In order to solve this problem, a set of three equa
tions (l)-(3) is used, which, as for the adiabatic conditions, 
will give one solution in the supersonic region that cannot be 
used as the assumption for the reaction force is not valid. The 
other solution, for subsonic flow, can be presented as follows: 

• $ 2 — sl , Pi , , r, . , 
— — = ln — = ln(ZVl) 

R Pi 
(18) 

The parameter F3=f(y, A, Mj) is given in the Appendix. 
As with isothermal flow in a constant area pipe (Rayleigh flow), 
when friction losses are encountered only, the characteristic 
Mach number M = I /V7 ( = 0.8452 for air) occurs too. 

The analysis of all ratios obtained can be carried out in the 
same way as for the adiabatic flow. In this paper, only the 
change of density (here identical to the change of static pres
sure) in Fig. 3 and the change of total pressure in Fig. 5 are 
shown (in both cases only with symbols). For the majority of 
values of Mi and A, the behavior of the change of the flow 
parameters for adiabatic and isothermal flow is very similar 
and the difference in actual values of the ratios is in the order 
of a few percent. 

However, apart from the already mentioned characteristic 
Mach number, which in isothermal flow takes the place that 
critical Mach number has in adiabatic flow, there are two other 
qualitative differences. The first one can easily be seen from 
Fig. 3; for the isothermal flow through the abrupt enlargement 
the gas density will always increase as the pressure increases 
and temperature remains constant. For the same values of Mj 
and A, that increase of density is higher for isothermal flow. 
The local maximum values appear at different values for area 
ratio A and inlet Mach number Mj; the absolute maximum 
here is (p2/pi)max= (P2/Pi)max= 1.3333 for M, = 0.8452 and 
,4 = 1.5. 

The other difference appears for the change of total pressure 
at the area ratio close to unity (see Fig. 6). For those ratios a 
very small increase in total pressure is obtained by this one 
dimensional approach. It results as the consequence of the 
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Fig. 6 The total pressure change for isothermal flow through abrupt 
enlargement with the small area ratio 

overwhelming influence of pressure increase, compared with 
the decrease of Mach number. 

As the total temperature decreases here, it is obvious that 
in this case gas emits heat to the surroundings. The heat ex
change rate can be calculated from the conservation of energy: 

q = -(v2-v'i) (19) 

4 Abrupt Contraction 
There are two basic designs for an abrupt contraction: with 

or without a Borda mouthpiece (see Fig. 2). The difference 
between those two designs, from the point of view of the flow 
model which has been adopted here, is in the reaction force 
on the face plane. This force depends upon the pressure at 
that surface which is equal to total pressure pm if the Borda 
mouthpiece is incorporated (with l>D2/2) and is less thanp0i 
for the other design. However, it is not possible to determine 
the exact value of this latter pressure and hence to predict the 
exact value of the reaction force in the momentum equation. 
Therefore, the analytical procedure will be carried out only 
for the first design (Fig. 2(a)). Unfortunately, there are no 
experimental data for this design which could be used for the 
verification of the obtained results. For the second design (Fig. 
2(b)), there are some published expressions, based predomi
nately on the empirical data. The experimental data obtained 
by Benedict et al. (1966b) and Benedict (1980) will be used in 
this paper in the first instance for the qualitative verification 
of the results obtained for the flow through an abrupt con
traction with the Borda mouthpiece, and then, to a certain 
extent, for the quantitative analysis of the same results. 

Unlike the enlargements, the flow in the contractions may 
be choked and therefore one of the targets in this paper is to 
determine either maximum inlet Mach number M] for a given 
area ratio A= (A\/A2)> 1 or a maximum area ratio for a given 
inlet Mach number. However, due to the flow pattern in the 
contraction, the sonic flow will appear at the station s (vena 
contracta) first, and the coefficient of contraction should be 
taken into account. Its theoretical value, for inviscid flow and 
very high area ratio, is given by Kirchof, published by Milne-
Thomson (1955): 

,__As_ T 

^ A2 7T + 2 
= 0.611 (20) 

However, it does depend strongly upon the area ratio A, 
specially when A is closer to unity, as then only a partial 
contraction occurs. That dependence can be obtained only by 
experiments, and only two examples are given here: 
— by Weissbach, published by Benedict (1980): 

^ = 0.61375+-
0.13318 0.26095 0.51146 

• TJ— + 7TT-

-by Altshul (1982): 

^ = 0.57 + 
0.043,4 
1.1/4-1 

(21) 

(22) 

Apart from the difficulty which arises when this or similar 
relations are used in the basic system of equations, applied for 
stations 1 and s, there is another, more severe problem. Namely, 
it is impossible to define the reaction force on the control 
volume chosen between those two stations. Therefore, the basic 
system of equations will be applied here on the flow between 
stations 1 and 2, but the choked flow conditions (i.e., when 
the downstream Mach number M2 is close to unity) will be 
excluded from the domain of application. These choked flow 
conditions will be approximately determined using one of the 
empirical expressions for the coefficient of contraction \p. 

Regarding the used notation, all basic equations for stations 
1 and 2 will remain identical as for abrupt enlargement, apart 
from the conservation of momentum, which is here: 

kpoi(Al-A2)=p1Al-p2A2 + m(v1-v2) (23) 
where coefficient k= 1 (for Borda mouthpiece, Fig. 2(a)) or 
else k< 1, as discussed earlier. 

4.1 Adiabatic Flow. This flow model is defined by four 
basic equations: ideal gas law (Eq. (1)), conservation of mass 
(Eq. (2)), energy (Eq. (4)) and momentum (Eq. (23)). The 
results are as follows: 

(24) 

(25) 

(26) 

(27) 

(28) 

(29) 

(30) 
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As in the previous cases, both F4 and F5 depend on 7, A 
and Mj and are included in the Appendix. The diagrams which 
represent the change of Mach number, density and total pres
sure are given in Figs. 7, 8, and 9. The theoretical boundary 
(M2 = 1) has been drawn with dashed lines; the real limit (Ms = 1) 
will be discussed later. The theoretical maximum value of the 
area ratio, at which is M2= 1, can be obtained by solving Eq. 
(27): 

A2 

(l+7M?-F j4){F j4 + M1V(7+l)[2 + (7- 1)M?]] 
l)M?]Mf- F\ 

(31) 
(7+l)[2 + (7-

where the parameter FA =f(y, A, Mi) is given in the Appendix. 
Equation (31) is presented in Fig. 10 with a dashed line. 
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Fig. 7 The influence of area ratio A and inlet Mach number Mi on the 
outlet Mach number M2 for adiabatic flow through abrupt contraction 
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contraction 
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Fig. 9 The influence of area ratio A and inlet Mach number M, on the 
total pressure change for adiabatic flow through abrupt contraction 

In order to find the effect of the flow contraction, three 
basic equations should be applied to the stations 1 and s. There 
are two possible ways of defining station s: by area As or by 
area ^42. The problem with the first one lies in the application 
of the conservation of momentum, as neither the area of the 
jet between the inlet of the smaller bore pipe and station s, 
nor the pressure at that surface can be determined (the pressure 
changes along the surface, too). Therefore, it is not possible 
in this case to predict the reaction force within a 1-D flow 
model. 

The only assumption which has to be made in the second 
case is that the pressure at station s, which incorporates the 
whole area of the smaller bore pipe, is constant and equal to 

the static pressure ps of the core flow. Then, the set of the 
basic equations will be: 

kpoilAi-—-) =piA -ps— + m(vl-vs) 

m = piViAl=PsvA 

1 Pi Vi y Pi v\ _ y Ps | Vs 
1 Pi 2 7 - 1 ps 2 

(32) 

(33) 

(34) 

As this set of equations is used only to determine the choked 
flow conditions (M.,= 1), the solution for Mach number M^ is 
the only one which is interesting: 

M,= 
1 \-Fu 

$ l+7^5s 
(35) 

where F5s=f(y, A, Mi) is included in the Appendix. In order 
to determine the real maximum area ratio (Areal<A,h), an 
additional equation for coefficient of contraction has to be 
used (Eq. (22) is used here). Due to the empirical type of this 
equation, only the iterative procedure can be used. The bound
ary which represents choked flow conditions is superimposed 
with full lines onto the diagrams in Figs. 7 to 10. 

In order to compare these analytical results with some test 
data, the results of Benedict (1966b) have been used, as they 
were carried out under the conditions which are the nearest to 
the assumptions used in this analysis. However, due to the 
different design (Benedict used contraction without a Borda 
mouthpiece) and hence the flow pattern, it was expected that 
the total pressure ratio P02/P01 (Eq. (29)) is less than the meas
ured one. This expectation has been confirmed in Fig. 11, where 
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the difference between test results (open symbols) and ana
lytical results (lines) is in the order of 1.5 percent (for lower 
area ratios) to 3 percent (for higher area ratios). 

As mentioned earlier, the problem with the simple abrupt 
contraction is the unknown pressure at the face plane (p = kpm, 
see Eq. (23)). Therefore, two sets of results from Fig. 11 (ex
perimental and analytical) were used to determine the ap
proximate value of k, which should depend on the area ratio 
A and the flow conditions at station 1. As the latter one is 
probably of the lesser influence, only the former one was taken 
into account and a single value for k was determined for each 
of four area ratios (the iterative procedure was inevitable here, 
too). The obtained values are: A: = 0.970 (for ,4 = 1.48), Ar = 0.990 
(for A = 2.02), £ = 0.993 (for ,4 = 3.63) and Ar = 0.9975 (for 
.4 = 11.11) and some analytical results, modified by using k, 
are presented in Fig. 11 with filled symbols. Qualitatively, those 
results are realistic, as k is very close to unity for high area 
ratio and it decreases as area ratio decreases. 

4.2 Isothermal Flow. Using the analogous analytical pro
cedure as in the previous case, the following results are obtained 
for this flow model: 

A_ 

> 6 

Pi Pi 

TQ2 

Tm~~ 

M , = -

1+-

M,A 

1 A2Mj 

1 + 
7 - 1 

Mf 

A>2 j-, 
= ^ 6 | 

An 

1 + 
y-lA2M2

t 
7/7— 1 

Fl 

1 + ^ M ? 

Sl-S\ P\ 1 
—r—= ln —= ln — 

R Pi F6 

(36) 

(37) 

(38) 

(39) 

(40) 

(41) 

where F6=f(y, A, Mt) is given in the Appendix. 
If one compares the absolute values of the ratios of different 

flow parameters for isothermal and adiabatic model of flow, 
one finds that the difference is in the order of a few percent. 
For the same area ratio A and inlet Mach number Mi, only 
velocity v2 is higher for isothermal flow than the corresponding 
one for the adiabatic flow; all other outlet flow parameters 
(M2, A>> Pi-, andP02) are lower. The theoretical maximum value 
of the area ratio, at which choked flow conditions will occur 
(when M2= I/V7), is also lower for the isothermal flow; the 
relationship is obtained in the same way as for the adiabatic 
flow: 

A,h = 

1+-
• 1 , 

-M] 
7/7— 1 

(F / 4 + 2 M , V T ) 

4yMi-Fi 
(42) 

This relationship is presented with a dotted line in the Fig. 
10. Finally, in this case gas absorbs heat from the surroundings 
(see Eq. (19)). 

subsonic flow throughout the whole enlargement or contrac
tion piece. In the case of an enlargement, it means that the 
inlet Mach number could be M i < l . It is very likely that the 
area ratio does not represent any limit, as the Borda-Carno 
formula for incompressible flow gives good results even for 
A~ 00 (outlet of a pipe into a large reservoir). 

For the contraction however, due to possible choked flow 
conditions at the vena contracta, the limit of the inlet Mach 
number is lower and depends upon the area ratio A (see Fig. 
10). The area ratio probably influences the accuracy of the 
assumption of the value of the reaction force (see Eq. (23) and 
Fig. 11), depending also on the actual design of the contraction 
piece. 

Generally, the accuracy of the results obtained from the 
presented 1-D theory for subsonic compressible flow depend 
upon the correctness of the assumption concerning the reaction 
force, which is the key to solving the 1-D flow model. The 
best way to prove the accuracy of this assumption is to compare 
with the experimental data. This comparison with available 
experiments has been very encouraging, although more test 
data are needed over as wide a range of flow and geometric 
conditions as possible for reliable conclusions. Another pos
sible approach would be to carry out numerical integration of 
Euler's equations, but it is beyond the scope of this paper, as 
the main aim here is the application of 1-D model. However, 
comparison with test data is essential. 

6 Conclusions 
A complete theory for 1-D subsonic flow model for the flow 

through the pipes with the abrupt area change is given in this 
paper and several interesting and useful results have been ob
tained. For example, it has been shown that gas flows as an 
incompressible fluid through the abrupt enlargement of the 
characteristic area ratio Ac, if adiabatic conditions are im
posed; the obtained results enable the design of the abrupt 
enlargement which will provide the maximum static pressure, 
or alternatively maximum density; the choked flow conditions 
in the abrupt contraction are analyzed in more detail, etc. As 
the agreement with the published experimental data is very 
good, it is proved that the 1-D flow model can be accurate 
and efficient, if the reaction force can be predicted beforehand. 
All presented results and conclusions encourage and lead to
ward the possible application of the 1-D model for other, even 
more complex flow patterns. 
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5 Application Limits 

The basic idea explored in this paper is to apply known flow 
patterns for 1-D incompressible flow onto 1-D compressible 
flow. Therefore, the first obvious application limit is on the 

A P P E N D I X 

The following parameters has been used throughout the 
paper: 
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Experimental Study of Interactions 
of Shock Wave With Free-Stream 
Turbulence 
Phenomena related to turbulence interactions with shock waves have been studied 
in detail. The present investigation is focused on interactions of a normal shock 
wave with homogeneous/grid-generated turbulence. When a shock wave formed in 
a shock-tube is passed through a grid, the induced flow behind the shock has the 
features of a compressible flow with free-stream turbulence. The decaying turbulence 
is subjected to an interaction with the reflected shock traveling in the opposite 
direction. Data were sampled simultaneously from four channels of high frequency 
response pressure transducers and dual hot-wires probes. A cold-wire was used to 
provide instantaneous total temperature measurements while a single hot-wire pro
vided instantaneous mass flux measurements. Amplification of velocity and tem
perature fluctuations and dissipative length scales has been found in all experiments. 
Velocity fluctuations of large eddies are amplified more than the fluctuations of 
small eddies. The dissipative length scale, however, of the large eddies is amplified 
less than the length scale of the small eddies. 

1 Introduction 
The interactions of shock waves with turbulent flows are of 

great practical importance in engineering applications since 
they considerably modify the fluid field by vorticity and en
tropy production and transport. Most of the previous work 
on shock wave/viscous flow interactions is confined to three 
cases only, namely: shock wave/boundary layer interaction, 
shock wave/free shear layer interaction and traveling normal 
shock/compressible pipe flow interaction, in a shock tube. 

In the first two cases the shear flow, bounded or free, in
teracts with an oblique shock wave generated by a compression 
corner. In the first category, large gradients in static pressure, 
skin-friction, and mass-flow rate occur and if the turning angle 
of the compression corner is large enough the flow separates 
and becomes unsteady due to shock oscillation (Settles, et al., 
1979; Adamson and Messiter, 1980; Dolling and Murphy, 1982; 
Agrawal and Messiter, 1984; Andreopoulos and Muck, 1987; 
Smits and Muck, 1987; Ardonceau, 1984). Previous work by 
Settles et al. (1982), Hayakawa et al. (1984), and Samimy and 
Addy (1985) in shock wave/free shear layer interactions in
dicate similar results as far as the turbulence behavior is con
cerned: considerable amplification of all turbulence intensities 
across the shock that depends on the shock strength. However, 
in all previous work on oblique shock wave/shear layer inter
actions some additional phenomena were involved which made 
the emerging flow picture and, therefore, the flow behavior, 
rather complicated. These phenomena were: (a) oscillation of 
the shock wave in the longitudinal direction and wrinkles in 
the spanwise direction; (b) separation, occurring downstream 
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of the shock, in cases of high turning angles which causes even 
more unsteadiness; (c) compression continuing after the shock; 
(d) streamline curvature; and (e) wall proximity which results 
in high turbulence intensity and, therefore, high flow aniso-
tropy. As a consequence of all these influences, the phenom
enon of turbulence amplification as a direct result of the Ran-
kine-Hugoniot jump conditions is considerably distorted and 
all previous results are masked by these additional effects. 

The third category includes flows where turbulence inten
sities have been considerably amplified after the passage of a 
shock. This category includes flows inside a shock tube where 
a traveling normal shock is reflected on the end wall and then 
interacts with the flow induced by the incident shock, (Trolier 
and Duffy, 1985; Hartung and Duffy, 1986). In these cases 
turbulence is mainly produced in regions of high velocity gra
dients close to the wall and then transported toward the cen-
terline of the tube. Despite the large scatter of the measured 
data and the fact that the r.m.s. level of the incident flow was 
rather low, turbulence amplification was strongly evident. 
Keller and Merzkirch (1990) measured the density fluctuations 
in a similar interaction between a traveling wave and the wake 
of a perforated plate by using speckle photography. They also 
demonstrated that density fluctuations are considerably am
plified. Haas and Sturtevant (1987) and Hesselink and Stur-
tevant (1988), investigated the interaction of a weak shock 
wave with a single discrete gaseous inhomogeneity and statis
tical uniform medium, respectively. It was found that the shock 
induced Rayleigh-Taylor instability enhances mixing consid
erably, in that turbulent scales seem to decrease after passage 
of the shock. The latter is in contrast to all previous work 
mentioned earlier (see for example Smits and Muck, 1987) and 
most probably is due to the Rayleigh-Taylor instability which 
is as a result of a nonlinear interaction of two pre-existing 
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modes in the flow namely, that of the vorticity mode and that 
of entropy. 

From a simplistic point of view the shock wave can be con
sidered as a very steep pressure gradient. Information from 
experiments and computations of low speed flows with such 
pressure gradients indicates that "rapid distortion" concepts 
hold and, in the limit of extremely sharp gradients the Reynolds 
stresses and turbulent intensities are "frozen," since there is 
insufficient residence time in the gradient for the turbulence 
to alter at all (Hunt, 1973). The physics, associated with the 
compressibility phenomena that are responsible for this am
plification, are not well understood. 

The first attempt to predict such turbulence amplification 
is attributed to Ribner (1955). His predictions were verified by 
experiments conducted by Sekundov (1974) and Dosanjh and 
Weeks (1964). Several analytical and numerical studies of this 
phenomenon by Chang (1955), Morkovin (1960), McKenzie 
and Westphal (1968), Zang et al. (1982), Anyiwo and Bushnell 
(1982), Viecelli (1989), Rotman (1989), and Lee et al. (1991) 
show very similar turbulence enhancement. Chu and Kovasz-
nay (1950) indicated that there are three fluctuating modes that 
are coupled and are responsible for the turbulence amplifi
cation: 1) acoustic (fluctuating pressure and irrotational ve
locity model); 2) turbulence (fluctuating vorticity mode); and 
3) entropy (fluctuating temperature mode). These modes are, 
in general, nonlinearly coupled and the Rankine-Hugoniot 
jump conditions across the shock indicate that when any of 
one of the three fluctuation modes is transferred across a shock 
wave, it not only generates the other two fluctuation modes, 
but it may itself also be considerably amplified. The present 
work focuses on the turbulence fluctuation mode. Specifically, 
we have investigated the transfer of homogeneous and isotropic 
turbulence across an unsteady normal shock propagating inside 
the flow. Previous work on this subject is rather limited if 
nonexisting. The reason is that it is rather difficult to exper
imentally set up a configuration where a decaying, grid-gen
erated turbulence will interact with a plane shock in a wind 
tunnel. Debieve et al. (1985), for instance, attempted to gen
erate homogeneous and isotropic turbulence by installing a 
grid inside the settling chamber of a supersonic wind tunnel. 
The flow, however, became anisotropic after it passed through 
the contraction of the wind tunnel. 

One way to simulate experimentally the aforementioned in
teraction is by taking advantage of the induced flow behind a 
moving shock in a shock tube. This flow is passed through a 
turbulence generating grid and the decaying turbulence behind 
the incident shock interacts with the shock wave after it has 
been reflected from the end wall (see Fig. 1). The present work 
is aimed at a better understanding of the interaction of a 
moving shock wave with the decaying turbulence. This paper 
describes the experimental techniques used and reports on new 
results of an on going investigation which complement previous 
work (Honkan and Andreopoulos, 1990, 1992). 

2 Experimental Setup and Techniques 
The work was carried out in the 44.5 mm diameter shock 

tube of the Department of Mechanical Engineering. The stain
less steel tube had a length of approximately 3.05 m and a wall 
thickness of 6.35 mm and consisted of three different sections 
bolted together with stainless steel flanges. Thin aluminum 
plates were used as diaphragms installed in the driver section. 
All the results were obtained with the same geometrical and 
opening/rupture characteristics of the aluminum diaphragms. 
The end wall was removed and a 305 mm extension of the tube 
was constructed and used as the working section. This addi
tional piece was tightly bolted to the tube through flanges. The 
turbulence generating grid was installed between the two flanges 
and with the help of four rubber gaskets a leak-free operation 
was achieved. Several ports were drilled in this extension at 

porous end wall screen 

Fig. 1 Schematic of the shock wave turbulence interaction 

Table 1 Flow parameters. (Data In [ ] are from one-dimen
sional inviscid theory with mean pressures as input.) 

p Pa 
pU kg/mh 
U m/s 
T„ K 
T K 
P kg/m3 

Mach no. (flow) 
Ms (incident shock) 
MR (reflected shock) 
Re=UM/v 

Upstream 

199,955 
318 [330] 
150 [180] 
391 [399] 
379 [378) 
2.10[1.97] 

0.385 [0.48] 
[1.354] 
[1.240] 
30,480 

Downstream 

347,508 
86 [64] 
29 [22] 

433 [416] 
433 [416] 

2.80[2.91] 

0.069 [0.053] 

9,090 

different locations from the grid. These ports were used to 
plug in two pressure transducers and a dual hot-wire probe. 
A stainless-steel screen with a mesh size 10 x 10 was used as a 
grid. In order to avoid choking of the flow through the grid 
the open area of the grid should be higher than the corre
sponding sonic throat area for a given pressure ratio/Mach 
number. To elaborate more on this issue, continuity, momen
tum and energy equations have been evaluated for a stationary 
observer and for a control volume including the screen: 

(1) 
(2) 

(3) 

where Ap is the pressure loss through the screen. From con
tinuity and equations of state for (2) and (2') we can obtain 
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This relation can be rearranged to provide M2 • when M2 and 
the pressure ratio p2/p2' are known: 

2 

(7- \)M\' + 2M2
2>~ Pi Mi[2 + ( 7 - l )Mi]=0 (4) 

For a given pressure ratio p2/p2' > Eq. (4) has two real roots 
for M2> one negative and one positive. Since the first is not 
physical only the second root is acceptable. Table 1 where the 
bulk data of the present experiment are summarized, shows 
that M2 = 0.385 and therefore Eq. (4) gives M2' =0.33 if p2/ 
p2'=0.9 is assumed. This value for M2' indicates that the 
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Fig. 2 Wall pressure signal. Arrows indicates the arrival of the shock 
reflected on the screen or the arrival of the reflected expansion wave. 

sonic area ratio A*/A is 0.526. Consequently any screen with 
open area larger than this value will result in nonchoked flow. 
In the present experiment a screen with 0.65 open area ratio 
was used. 

To obtain a nonzero velocity flow field behind the reflected 
shock the end wall was replaced by a Rigimesh disk. Rigimesh 
is a rigid multi-screen arrangement which resulted in a plane 
reflection of the shock while, at the same time allowed for 
some of the shock tube flow to be discharged in the environ
ment. Nitrogen was used as driver and air as the driven gas. 

Two high-frequency response subminiature Kulite pressure 
transducers type XCQ-062-500 were used to measure instan
taneous pressures. Shock speeds were calculated first by meas
uring the traveling time of the shock between two locations 
and second by measuring the pressure rise and using one-
dimensional in viscid flow theory. Most of the measurements 
were carried out with 2 MHz sampling frequency per channel 
with 16k samples per channel. The present data indicated that 
the frequency content of the viscous scales of the flow did not 
extend beyond, approximately, 65 kHz while the viscous length 
scale was of the order of 0.018 mm. The latter determines the 
spatial resolution of the hot-wire probe, which was approxi
mately 44 viscous lengths. The frequency response of the hot 
wire as it was measured during the passage of the shock, was 
found to be of the order of 100 kHz. Similar value was found 
for the frequency response of the pressure transducers. The 
cold wire had a frequency response up to 40 kHz after com
pensation. The hot-wire and data processing techniques de
veloped and used for this particular investigation are not 
straightforward. These are described in considerable detail by 
Honkan et al. (1993). 

The duration of useful data downstream of the reflected 
shock was limited because of the arrival at the measuring 
location of either the reflected expansion wave coming from 
the end wall of the driver section or the reflected shock on the 
screen/grid (second reflection). The reflected shock impinges 
on the screen for a second time as it travels upstream in the 
opposite direction. This creates a weak reflected shock trav
eling downstream and therefore terminating our "integration" 
or "observation" time. This is shown in Fig. 2 where the 
reflected on-the-screen shock arrives after the passage of the 
reflected shock followed by the arrival of expansion waves. 

Although all signals were visually inspected for such events, 
a more objective criterion was used to determine whether the 
data were seriously biased or contaminated by these reflections: 
The mean time derivative, dQ/dt was computed for the quan
tity Q where Q can be any one of U,pU,T0,oip. This derivative 
was computed by summing up the difference AQ between two 
successive points: 

dt N 2-f At 
1= 1 
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Upstream Oounstream 

Fig. 3 Plot of autocorrelation function RUJ,T) 

where At is the sampling interval and N is the number of 
samples under consideration. If this mean slope was not close 
to zero within a small quantity e, the number of samples N 
was reduced and the computation of statistical averages was 
repeated until the criterion of dQ/dt<e was satisfied. 

The results include statistical averages which were computed 
over several ensembles, i.e., tube firings. Each ensemble con
tained several statistically independent realizations, i.e., large 
eddies and therefore statistical convergence was achieved within 
a few events. The integral time scale, £, was used to determine 
the number of samples for each ensemble. It is defined as 

£,= f Ruu(r)dr 

where r is the time delay. Ruu(j) is the autocorrelation function 
defined as 

ll(t)>U(t-T) 
Ruu (T)= = 

u 
Figure 3 indicates a typical autocorrelation function ob

tained at x/M= 15. To calculate the time scale, numerical 
integration of Ruu{r) was carried out up to the first zero crossing 
point for the preshock and postshock flow regions. This par
ticular figure shows that the time scale is about 0.025 ms and 
0.0075 ms for the upstream and the downstream of the shock 
eddies, respectively. For a total sampling time roughly between 
0.6 and 1 or more ms about 100-300 eddies per ensemble were 
considered in the statistical analysis. The results have been 
obtained by taking the mean value over the calculated ensemble 
averages. By invoking Taylor's hypothesis the integral length 
scales £x can be estimated from the relation £x= £,U. In this 
particular case this length scale is reduced through the inter
action to 3/5 of its initial value upstream value. 

3 Results 
Several diagnostic tests were carried out in order to evaluate 

the quality of the shock wave and the homogeneity and isotropy 
of the flow. These tests indicated that the incident and reflected 
shocks were plane and normal to the tube axis. Monitoring of 
the arrival time of the shock wave by the two transducers and 
hot-wire probes, placed at the same distance from the grid, 
indicated that the shock front contained no measurable ripples 
of any kind in the region between x/M= 10 and 60 where 
measurements were carried out. 

In flows where turbulence is distorted by a rapidly applied 
mean strain across s= (dU/dx)s.vl. the shock wave controlling 
parameter of *the interaction is the ratio of the time scale 
of turbulence L/$Q,q) to the time scale of the applied strain 
1/s: 
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x/M 

Fig. 4 Graph of <u>/Al/(9, o) and LJM(a, D) versus x/M. Filled sym
bols represent values before the interaction and open symbols after the 
interaction. Uncertainty in mean velocity and turbulence Intensity = 16 
percent 
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Fig. 5 Graph of skewness of the velocity derivative 
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Since 

q2 = 1/2(1? + v2 + w2) = 3/2(w2) 

<7=«72)1/2 

L=(q2)i/2/e 

where e is the dissipation rate then 

The strain rate s can be approximated by 

dU U5-U2 

dx Axs 

where Axs is the shock wave thickness which according to 
Thompson (1972) can be estimated by 

Axs 
I2yp2 

(7+IXP5-P2) 
where A is molecular mean free path. 

In flows where the parameter r reaches small values, inviscid 
rapid distortion theory (Hunt, 1973) and its extension to com
pressible flows (Debieve et al., 1985) may be invoked to de
scribe several bulk characteristics of the interaction. 

Since the extra strain rate s is_what is causing the interaction, 
the velocity difference AU=U2~U5 may be an appropriate 
velocity scale to nondimensionalize the turbulence intensity 
data as it has been suggested by Debieve and Larcharme (1985). 

Measurements of turbulence intensities before and after the 
passage of the shock are shown in Fig. 4. Distances from the 

turbulence generating grid are nondimensionalized by the grid 
size M. As it can be seen from the present data, values of <«>/ 
A [/after the interaction are higher than those upstream of the 
shock by an amount which varies from 10 percent at x/M= 15 
to 48 percent at the farthest station downstream x/M =55. 

The distribution of the dissipative length scale Le defined as 

dx 

(?)3/2 

is also shown in Fgi. 4. Le was determined from the above 
equation and a power-law fit of u2 in the form of (x/M—x0/ 
M)~" as it has been described by Hancock and Bradshaw 
(1989). It can be seen from this figure that the present flow 
provides a variety of length scales and turbulence intensities 
as different inputs to the interaction with a shock of the same 
strength. It is also obvious that the flow response characteristics 
are not the same for all x/M positions. The power-law of the 
u2 decay is a characteristic behavior of a homogeneous and 
isotropic flow. The fact that the present data exhibit a decay 
of u2 obeying this power-law with coefficients within the well-
established ranges (see Mohamed and LaRue, 1990) indicates 
indirectly that the flow is indeed isotropic. However, direct 
evidence of the isotropy of the present flow was obtained from 
the skewness of velocity fluctuations as well as the skewness 
of the derivative du/dx. The skewness of the velocity fluctua
tions Su was found to be close to zero. According to the analysis 
of Taylor (1983), skewness of the velocity derivative Sdu/dx 

represents the average rate of production of mean-square vor-
ticity by vortex stretching. Batchelor (1953) indicated that Sdu/ 

dx, at sufficiently large Reynolds numbers should be constant. 
This constant, however, has been found to be a function of 
turbulent Reynolds number 

Rx 
(M

2)1/2A 

where X is the "Taylor microscale." Figure 5 shows the var
iation of Sdu/dx with Rx. The results of Batchelor and Townsend 
(1949), Stewart and Townsend (1951), Miles etal. (1958), Fren-
kiel and Klebanoff (1971), Kuo and Corrsin (1978), Mohamed 
and LaRue (1990), and Tavoularis et al. (1978) are also plotted 
for comparison. The data, despite the considerable scatter, 
indicate a decrease of Sdu/Sx with increasing Rx. The present 
value of this skewness is well within this trend. 

The gains or amplification ratios of turbulence quantities 
are among the characteristics of the interaction. They are de
fined as 

[<«>/At/]„ 
Gu = .,—_ for the turbulence intensities and 

GL-

[<«>/AE/], 

{Le/M\o 

' [Le/M]i 
for the dissipative length scales. 

Subscript i refers to the flow upstream of the reflected shock 
i.e., input to the interaction and subscript o refers to the flow 
immediate downstream of the shock i.e., output of the inter
action. These amplification ratios are plotted in Fig. 6. The 
present data clearly show that G„ and GL are not the same for 
all downstream distances. G„, for instance, varies from 1.1 
Close to the grid to 1.48 at x /M=55 . Since, both <w> and Le 

vary considerably with x/M, it appears plausible to conclude 
that G„ as well as GL depend also on the local velocity and 
turbulence length scale, in addition to the shock i.e., Mach 
number of the interaction. Lee et al. (1991) calculated the 
amplification ratio G„ as function of Mach number by ex
tending the rapid distortion theory and Ribner's (1953, 1987) 
linear analysis to three dimensions. For the present Mach num
ber in the shock fixed coordinates their predictions indicate 
that the gain of turbulence intensity <«> 1.24 by using the 
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Fig. 6 Graph of amplification ratios Gu and GL 

Fig. 7 Graph of the distribution of total temperature fluctuations before 
and after the interaction ( • , o) and of amplification ratio G„(n). Un
certainty in temperature measurements-12 percent 

rapid distortion theory and 1.47 by using Ribner's analysis, 
respectively. Although these predictions are significantly dif
ferent from each other, they fall within the range of the present 
measured values. None of the theories, however, predicts the 
length scale and turbulence intensity dependence of both am
plification ratios Gu and GL. Also none of them predicts the 
length scale dependence of G„ as it has been found in the 
present experiments, which indicates that the velocity fluctua
tions of large scales are amplified more than those of small 
scales. 

Total Temperature Fluctuations. The distribution of the 
r.m.s. of total temperature fluctuations behind the grid, as it 
has been directly measured with the cold-wire, is shown in Fig. 
7. The r.m.s. values_have _been normalized by the total tem
perature gradient AT0 = (T0)0- (T0)i across the_shock ac
cording to Debieve et al. (1985). The level of {d)/AT0 is rather 
small, with values in the range of 2.5 to 4.6 percent in the 
incident flow region, upstream of the shock and 4.85 to 8.25 
percent in the downstream region. 

Amplification of total temperature fluctuations is expected 
since ATo^0. The amplification ratio, defined as 

r _ [<0>/A7;]o 

' [<e)/AT0i 
is also shown in Fig. 7. The results indicate that total tem
perature fluctuations are amplified across the shock by a factor 
of 1.875 on average and that no preferential amplification is 
apparent at any x/M position in the flow. 

Wall Pressure Fluctuations. Figure 8 shows the distribu
tion of the r.m.s. of wall pressure fluctuations downstream of 
the grid for both flow regions, upstream and downstream of 
the shock. The results are nondimensionalized by the pressure 

10 15 20 25 30 35 40 45 50 55 60 

x/M 

Fig. 8 Graph of the distribution of wall pressure fluctuations ( » , o) 
and of amplification ratio Gp(a). Uncertainty in pressure measure
ments =3 percent 

rise across the shock Ap= (p)0- (p)j, which is causing the 
interaction. The level of the r.m.s. is between 0.96 to 1.25 
percent for the incident flow and 1.66 to 3.32 percent for the 
downstream flow. Both distributions decay with downstream 
distance as is expected. The amplification ratio 

_ [<p)/Ap}0 

" [<P)/Ap]i 
also shown in Fig. 8, indicates considerable difference in the 
level of amplification with downstream position. Gp is higher 
close to the grid than at the farthest position x/M=55. 

In trying to interpret the behavior of wall pressure fluctua
tions several other considerations should be taken into account. 
First, wall pressure fluctuations are closely related to the local 
wall shear stress. In fact, Willmarth and Wooldridge (1962) 
found that the r.m.s. of pressure fluctuations is 2.19 times the 
local wall stress. The presence of free-stream turbulence in
creases the local skin friction and therefore the wall pressure 
fluctuations, roughly by 3 percent for each 1 percent r.m.s. 
increase of the longitudinal intensity (see Hancock and Brad-
shaw, 1989). The turbulence intensity of the free stream of the 
incident flow is about 5 percent at x/M= 15 and decays down 
to 1.5 percent at x/M= 55. These values indicate a 15 percent 
increase of pressure fluctuations at x/M= 15 and about 4.5 
percent at x/M= 55. This may explain the slow decay of pres
sure fluctuations r.m.s. with downstream distance. However, 
the above picture is further complicated by the fact that the 
boundary layer flow went through the turbulence generating 
grid. Since the grid mesh size Mis smaller than the boundary 
layer thickness it is expected that the large eddies are reduced 
in size after the screen. In addition, the flow is further com
plicated by the passage of the reflected shock. It appears that 
the boundary layer region responds differently from the free 
stream region to the new boundary conditions imposed by the 
end wall. Because the velocity inside the boundary layer is 
lower than the external velocity (72, the propagation speed of 
the reflected shock WR is higher inside the boundary layer than 
the propagation speed in the free stream. The implication is 
that the reflected shock propagates faster and is inclined for
ward inside the boundary layer. Had the end wall been non-
porous, the velocity U5 would be zero and massive separation 
of the boundary layer would have occurred. The porosity of 
the end wall imposes a nonzero velocity behind the reflected 
shock which improves significantly the overall flow quality in 
the free stream region. Because the velocity behind the oblique 
part of the shock and that behind the normal shock do not 
match in the area around the bending position, a slip line or 
better, a shear layer should develop. Some flow visualization 
pictures, found in the text book by Thompson (1972) and due 
to R. North of N.P.L. indeed indicate the forward inclination 
of the shock inside the boundary layer and the existence of 
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the shear layer/slip line in a flow with non-porous end wall. 
The latter clearly complicates further the flow in this region 
since it considerably disturbs the flow. This flow disturbance 
will reach the centerline region after some time. In addition, 
if the boundary layer is thick, the free-stream region where 
the flow is homogeneous and isotropic may be very small and, 
therefore, the reflected shock may be planar over only a limited 
area around the axis of symmetry. In order to minimize this 
effect, the measuring positions were very close to the reflecting 
end wall. In addition, the observation time has been terminated 
shortly after the passage of the shock due to reasons explained 
earlier. For these two reasons, the boundary layer was thin 
during the observation time and consequently the flow was 
relatively uniform in the free-stream region. 

4 Further Discussion and Concluding Remarks 
The present results indicate that turbulence intensities of 

velocity, pressure and temperature, dissipative length scales, 
and time scales are considerably amplified through a moving 
shock. In this investigation the effects of shock waves on tur
bulence do not contain any additional effects caused by shock 
wave oscillation and unsteadiness due to downstream flow 
separation or streamline curvature and downstream compres
sion. The fact, however, is that similar conclusions were reached 
by Smits and Muck (1987) in compression corner flows where 
all the above mentioned additional effects were present, in
dicating that turbulence amplification is a rather general char
acteristic of shock wave/turbulent flow interactions. The 
second major conclusion of the present investigation is that 
turbulence amplification depends on the input r.m.s. level of 
velocity fluctuations and length scales. Less energetic eddies 
away from the screen have their intensity amplified three times 
more than those eddies closer to the screen. The measurements 
show that the dissipative length scale amplification is higher 
closer to the screen where eddies are smaller and more energetic 
than further downstream where eddies are larger with smaller 
fluctuations. However, integral length scales in the longitudinal 
direction may be reduced through the interaction. The present 
limited analysis indicated a 40 percent reduction in £x after 
the passage of the shock wave. 

Although the incident flow upstream of the shock is isotropic 
the downstream flow may have strong anisotropics developed 
due to different amplifications of the velocity fluctuations of 
the other two components since the vorticity components are 
amplified by different amounts. Previous experiments in 
compression corners conducted by Ardonceau (1984) and Smits 
and Muck (1987) indicated that the anisotropy ratio <w>/<u> 
which in the present flow is close to 1 for the incident flow, 
is reduced considerably through the shock due to larger am
plification of the v-fluctuations. Return to isotropy, however, 
may be achieved at some further distance downstream. 

The present investigation was aimed at better understanding 
of the fundamentals of the shock wave/turbulence interactions 
and at the same time providing data that may be used in testing 
calculation methods. Calculations of flows involving shock 
wave interaction with a turbulent boundary layer or free shear 
layer perform rather poorly because of inadequate modeling 
of the turbulence behavior. Testing of calculation methods 
requires much simpler flows without streamline curvature and 
mean shear or other additional parameters so that the effects 
of various closures and assumptions become very clear. 
Compression of a decaying homogeneous turbulence by a mov
ing shock wave may exhibit a test case for a better understand
ing of turbulence which may lead to a better modeling of 
compressible turbulence. 

One major problem in the calculations for the present flow 
is the description of the initial turbulent field since calculating 
the flow through the turbulence generating grid is not feasible. 
Traditional modeling of the flow by extrapolating subsonic 

flow concepts may be inadequate mainly because time-aver
aged equations are used. Several new ideas in defining the 
initial turbulence have been attempted by. Rotman (1989) and 
Lee et al. (1993). Initial time-dependent "turbulent" flow con
ditions have been prescribed in a box through which a plane 
shock wave is passing. Rotman and Lee et al. have successfully 
shown qualitatively the increase in turbulent kinetic energy 
caused by the shock. The present data are aiming at providing 
guidance in modeling and testing calculation methods such as 
those mentioned above. However, further experiments are 
needed to establish turbulence behavior for a wider range of 
initial intensities and length scales. 
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Numerical Simulation of a Dilute 
Particulate Flow (Laminar) Over 
Tube Banks 
This paper presents an investigation of numerical simulation for a dilute particle 
laden flow (laminar) over in-line tube banks. Particles behavior of two different 
sizes and density (100 ixm sand and 40 urn fly ash) is demonstrated through the 
present study for a fixed geometry and flow condition, that is, a square in-line tube 
bank of two rows deep with pitch-to-diameter ratio of two at Reynolds number 400. 
Dilute particulate flow assumption is used and the drag force is considered as the 
only external force term that affects the particles behavior in the flow. Experimental 
rebounding data and semiempirical equation for the erosion estimation are used. It 
was found through the present simulation that the particles behavior of the different 
sizes and density in tube bank system is quite different in their trajectories, impact 
and the erosion pattern. The protective role of the first row of cylinders could be 
supported with respect to the particles collision on the cylinder but not necessarily 
to the erosion point of view. Also the information at impact such as the impact 
velocity and the impact angle which affect the erosion (Tabakoff et al., 1988) can 
be estimated by using the numerical simulation shown in the present study. 

1 Introduction 
Particles behavior in a gas-particle mixture is important in 

many industrial fields such as: fluidized bed, pulverized coal 
burning, powder transportation, erosion in turbomachinery 
and heat exchangers, and design of inertia and impingement 
filters. Erosion with particulate flows is a major problem in 
the power industry, especially in the reheaters and economizers 
of coal fired boilers utilizing fluidized bed combustors. 

The problems of erosion due to particle-laden flows in heat 
exchangers started with the basic flow patterns such as the 
flow over a cylinder. Early works in this concern includes 
Michael and Norey (1969) who introduced the concept of col
lision efficiency of particle to the collector (sphere). Morsi and 
Alexander (1972) theoretically studied the particle trajectories 
in the two-phase flow system introducing the expression for 
the drag coefficient which approximates to the standard ex
perimental drag-Reynolds number relationship. However, in 
these two cases the flows were assumed inviscid and studies 
were limited to the particle collision in which case information 
about the particles behavior after the impact was not available. 
The experimental measurement of particle restitution coeffi
cients by Tabakoff and his colleagues (Grant and Tabakoff, 
1975; Tabakoff et al., 1988) enabled the trajectory simulation 
after the particle impact to the solid surface. For the tube bank 
system, a study by Schuh et al. (1989) showed some numerical 
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results for particle-laden gas flows past in-line tubes. In this 
study, they computed the flow over in-line tube banks to sim
ulate particle trajectories and erosion distribution. However, 
the turbulent flow field obtained from the numerical simulation 
especially for the in-line tube bank case showed discrepancy 
compared with the experimental observation reported by Zu-
kauskas (1972). 

Although turbulent flows are of practical importance in 
many engineering problems, the authors think that the study 
of laminar gas-particle suspension flows can describe some 
important characteristics of the flows with complex geometry. 

The present work shows some of the results obtained from 
the numerical simulation of the flow and the particles behavior 
in dilute particulate flows using the experimental data for par
ticle restitution coefficients (Grant and Tabakoff, 1975) and 
the erosion correlation (Hamed, 1992). Flow field is calculated 
separately from the particle trajectory calculation based on the 
further assumption that particle-particle interactions and the 
viscous loss of the fluid flow due to the particles are negligible. 
The analysis was done for the flow over square in-line tube 
banks up to two rows deep, with pitch-to-diameter ratios 
2.0 X 2.0, at Reynolds numbers 400 based on the tube diameter 
and maximum flow velocity through the channel. Particles 
behavior including the particle trajectories, impact and the 
erosion distribution is studied for 100 urn sand particles and 
40 fim fly ash particles, respectively. 

2 Governing Equations 

2.1 Flow Field. The vorticity-stream function approach 
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is used for solving the two-dimensional incompressible Navier-
Stokes equations because of its simplicity over the primitive 
variable approach. The governing nondimensionalized vortic-
ity transport equation and stream function equation in general 
two-dimensional curvilinear coordinates (£, rf) are: 

dco d d 

Rer 

d fa 9o> 
J dr, 

d jy dco 

dr) \J dr) 

j3du 
J d£ T T - ^ T - (i) 

and 

— Ju> = - (2) 
d£\J d% J dr))+dr,\J drj~J d£ 

where the metric coefficients, a, /3, and y, and the Jacobian 
J, are defined as 

2 , 2 

where x, y are the coordinates of the particle. 
Among the forces acting on the nonrotating spherical par

ticles in the flow field, only the drag and body forces are 
considered significant for typical low speed dilute gas-particle 
flows where the density ratio of fluid and the particle is of the 
order of 10~3 (Rudinger, 1980). Side forces such as Magnus 
force (Rubinow and Keller, 1961) and Saffman's force (Saff-
man, 1965) are not considered in the present study. Also the 
gravitational body force, even though not negligible in mag
nitude, is not included in the present simulation to avoid the 
complexity in the discussion depending on the direction of the 
gravity relative to the flow direction and tube arrangement. 

Based on the assumption that the drag is the only dominant 
external force acting on the spherical particle, then the com
ponents of the drag, fx and fy, in the direction of the relative 
velocity, wn are defined by: 

J= 

0 = x(x„+y(yrl 

7 = 
d(x,y) 

2 , 2 

fx = ̂ Pfd Cd(uf-u)wr 

1 , 
fy = -irpfd Cd(vf-v)wr (6) 

--XM-XM (3) 
HS.v) 

Here ¥ and w are the nondimensionalized stream function 
and vorticity with respect to free stream velocity, t/„, and 
cylinder radius, r. 

2.2 Numerical Grid Generation. The numerical, body-
fitted, two-dimensional grids are generated by solving the 
transformed Poisson equations. 

axti - 20XJ, + yxm =-J2(Pxi + Qxv) 

cxyu - 2$yu + yy^ = - J1 (Py( + Qyv) (4) 

where (£, rj) represent the coordinates in the computational 
domain and P and Q are terms which control the point spacing 
in the interior of the domain. 

2.3 Particle Trajectory and Rebounding. The trajectory 
of a particle in a moving fluid is governed by the rate of change 
of momentum and the external forces acting upon it. The 
equations of motion of a particle of mass m in Cartesian 
coordinates are as follows: 

where the drag coefficient, Cd, for a spherical particle from 
Hussein and Tabakoff (1973) is used which approximates to 
the standard experimental drag-Reynolds number relationship. 

2.4 Impact and Rebound Phenomena of Particles. The 
velocity of a rebounding particle is calculated using the res
titution coefficients, e, ( = V2,/Vu) and e„ ( = V2„/V\„), that 
is measured by experiments. The rebound particle velocity 
components, V2, and V2„, are then calculated by the following 
manner, 

V2t = etVu 

V2„ = e„Vln (7) 

It should be noted here that the restitution ratios, which are 
determined experimentally, vary according to the flow velocity, 
and the combination of particles and target materials. For the 
present simulation, existing experimental data from Grant and 
Tabakoff (1975) for sand particles impacting on the 410 stain
less steel was used for demonstration, which has the following 
expressions for the restitution ratios: 

Cp 
d 

E„ 

Jxi Jy 
j 

m 

P,Q 

Re 

dh 

d2y , 

N n m p n r l n t n r p 

= pressure coefficient, Fig. 4 
= particle diameter, Eq. (6) 
= collision efficiency for nth 

row of cylinders 
= external forces, Eq. (5), (6) 
= Jacobian, Eq. (3) 
= particle mass, Eq. (5) 
= forcing function or control 

function, Eq. (4) 
= Reynolds number based on 

cylinder diameter and the 
free stream velocity for 
flow over a cylinder; 
Reynolds number based on 
cylinder diameter and max
imum velocity through the 
channel for tube bank 
flows 

Re„ 
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= Reynolds number based on 
particle diameter and rela
tive velocity, wr 

= Reynolds number based on 
cylinder radius, Eq. (1) 

= cylinder radius 
= time 
= velocity 
= relative velocity of the par

ticle to the flow 
= Cartesian coordinate (non

dimensionalized) 
= Cartesian coordinate (non

dimensionalized) 
= metric coefficient, Eq. (3) 
= angle from the leading edge 

of the cylinder, Figs. 10 
and 11 

= density 

= 1.0-2.12)3! + 3.0775/3?-1.1/3? 

1.0- 0.4159(3, + 0.49940? - 0.292/3? (8) 

r = 

¥ = 

CO = 

£> v = 

Subscripts 

P = 
1 = 

2 = 

t = 

n = 

particle relaxation time, = 
( l /18)(e?V"P/) 
streamfunction, nondimen
sionalized 
vorticity, nondimensional
ized 
coordinates in the compu
tational domain 

refers to particle 
refers the condition before 
impact 
refers the condition after 
impact 
particle velocity component 
tangential to the surface 
particle velocity component 
normal to the surface 
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V, = Impact Velocity 

V2 = Rebound Velocity 

Fig. 1 Velocity and angle notations 

20 30 40 50 

Impact angle (deg.) 

Fig. 2 Typical restitution ratios (eh e„) from experiments (Grant and 
Tabakoff, 1975) 

where Pi is an impact angle in radian as defined in Fig. 1. The 
rebounding coefficients of Eq. (8) are shown in Fig. 2. 

2.5 Erosion Due to the Particle Impact. The experimental 
data from the erosion tests were used to obtain the following 
semiempirical equation (Hamed, 1992) for the erosion mass 
parameter, en which is defined as the ratio of the eroded mass 
of the target material to the mass of the impinging particles 
and has the unit of mg/gm. 

2.47 

er=278.90 
100 

cos218,(1-e?) 

+ 0.0832(A sin2 0,(1-e2) (9) 

where V\ is in meter/s. Figure 3 shows the correlation repre
sented by Eq. (9). 

3 Numerical Procedure 

3.1 Flow Field. The stream function and vorticity trans
port form of the equations of motion are solved using a fac
tored ADI scheme developed by Davis et al. (Davis, 1972; Hill, 
1979). Calculations were conducted for the flow over a cylinder 
and two rows of square in-line tube banks, respectively. A 
tube bank flow with pitch-to-diameter ratios of 1.5 x 1.5 was 
selected to compare the present result with Fujii et al. (1984). 
For the simulation of particles behavior, a square in-line tube 
bank with pitch-to-diameter ratios of 2.0 x 2.0 at Re = 400 was 
selected. For this case, symmetry boundary condition is applied 
along the upper and lower boundaries of the channel and free 
stream boundary condition is used for far upstream and far 
downstream. The upstream boundary is located at four cyl
inder diameter upstream from the center of the first cylinder 
and the downstream boundary is specified at 18 cylinder di
ameter downstream from the center of the first cylinder. On 
the cylinder surface, no-slip condition is applied. 
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m / s ; 
m / s ; 
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90 

Fig. 3 Typical erosion mass parameter curves (Hamed, 1992) 
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ANGLE FROM THE LEADING EDGE(deg.) 

• Hill (1979) Present result Exp. (Dennis, 1970) 

Fig. 4 Pressure coefficient over a cylinder (Re = 40) 

3.2 Particles Behavior. Once the steady-state solution of 
the flow field is obtained, the equations for the particle tra
jectory, Eq. (5), are integrated with the given initial conditions 
(location and velocity components) to get the particle location 
and velocity components at any time. This initial value problem 
is solved numerically by using fourth order Runge-Kutta 
method. When the particle approaches any solid surface, the 
time step size is adjusted to locate the closest point of impact 
by trial and error method until the distance between the particle 
and the surface becomes less than the prescribed limit. If the 
particle impacts solid surface, the particle rebounding coef
ficients in Eq. (8) are used to continue the particle trajectory 
simulation after the impact and the amount of erosion due to 
the particle impact is estimated by using Eq. (9). 

4 Results and Discussion 
Flows over the following configurations were studied: (a) 

one cylinder and (b) square in-line tube banks. 

4.1 Flow Field. Our calculated results for the flow over 
a cylinder were checked with the results of Hill (1979) and 
Dennis and Chang (1970) for flow at Re = 40 based on the free 
stream velocity and the cylinder diameter. For this purpose, a 
concentric grid with 129 X 129 points, was used to get the steady 
solution of the flow field. Calculated streamlines agreed well 
with the results by Hill (1979) and by Dennis and Chang (1970) 
in terms of the recirculating wake length while the nondimen-
sionalized pressure showed slight deviation as shown in the 
Fig. 4, which seems to be the effect of the accumulated trun
cation error with the first-order accurate boundary condition. 

A square in-line tube bank with a pitch-to-diameter ratios 
of 1.5 X 1.5 was selected as a test case to compare the calculated 
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Fig. 5 Flow over two rows of in-line tube banks (1.5 x 1.5) at Re = 120; 
(a) Part of 201 x 16 grid, (£>) streamlines, and (c) iso-vorticity lines 

Fig. 6 Flow over two rows of in-line tube banks (2.0 x 2.0) at Re = 400; 
(a) Part of 201 x 16 grid, (b) streamlines, (c) iso-vorticity lines, and (d) 
velocity profile 

results with those of Fujii et al. (1984) who calculated the flow 
(laminar) for an in-line square tube bank up to five rows deep, 
with the same pitch-to-diameter ratios. The flow fields were 
calculated at three different Reynolds numbers (Re = 60, 120, 
300) based on the maximum velocity through the channel and 
the cylinder diameter. Figures 5(a) to 5(c) show the grid 
(201 x 16), .the streamlines and the iso-vorticity lines of the 
flow at Re =120. Compared with the results of Fujii et al. 
(1984), the streamlines and iso-vorticity lines showed similar 
contour and in both simulations the stagnation point (or the 
position of the impact point) on the inner cylinder surface was 
found to be about 45 deg from the center line according to 
the iso-vorticity lines in Fig. 5(c). Finally a square in-line tube 
bank of two rows with pitch-to-diameter ratios 2.0 X 2.0, Fig. 

6, was selected for the particles trajectory simulation. Using 
a 401 x 31 numerically generated grid, flow fields were obtained 
for 201 x 16 points at Re = 80, 200, and 400. Fully converged 
flow solutions were obtained for flows at Re = 80 and 200, 
however at Re = 400 the vorticity field was not stable enough 
to meet the prescribed convergence criteria on the local max
imum error, I (fu+l-f(j)/At\„ax<10~*, while the stream 
function converged relatively fast. It is reported that the vor
ticity field is slower in convergence than the streamfunction 
(Ghia et al., 1989) but the coarse grid seems to be the limiting 
condition for the high Reynolds number flow simulation. 

The calculated flow at Re = 400 for two rows of in-line tube 
bank is shown in Fig. 6: (a) part of the 201 X 16 grid, (b) the 
streamlines, (c) the iso-vorticity, and (d) the velocity profile. 
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10 

Fig. 7 Particle trajectories over in-line tube banks (Re = 400); sand, 
0„ = 100 urn, (Vp/y,), = 0.8 

10 

Fig. 8 Particle trajectories over in-line tube banks (Re = 400); fly ash, 
Dp = 40^m(U'p/V',), = 0.8 

A wake has formed between the two cylinders and is followed 
by a major recirculation zone after the second row of cylinders. 
Uniform flow from upstream accelerates approaching the first 
cylinder and attains its maximum velocity near the top of the 
first cylinder. The flow then separates from the cylinder surface 
because of the adverse pressure gradients along the cylinder 
surface and is divided into two parts, the main stream and the 
recirculation zone. The main stream continues with higher 
velocity than the uniform stream (approximately two times the 
uniform velocity for the present case) while the velocity in the 
recirculation zones are very slow as can be seen in Fig. 6(d). 

It is important to notice that the flow pattern which directly 
affects the particle behavior in the flow is basically determined 
by the geometric configuration (tube diameter, transverse and 
longitudinal spacing) and the incoming flow velocity. 

4.2 Particle Trajectory, Impact, and Erosion in Tube 
Banks. The solid particles of assumed spherical shape are 
introduced into the calculated flow field, Fig. 6, to simulate 
their trajectories, impact and finally to estimate the erosion 
of the tube material. The dimensions used for this simulation 
are as follows: 

Type of arrangement 
Number of rows 
Pitch (S,, S,) 
Flow Re 
Cylinder diameter 
Flow (air) density 
Particle density 

Partile diameter 
Kinematic viscosity 
Tube material 
Density of Rene 41 
Free stream velocity 

: square in-line tube bank. 
= 2 
= two times the cylinder diameter 
= 400 
= 3.175 mm 
= 1.2042 Kg/m3 

= 2444.0 Kg/m3 (Sand) 
1665.9 Kg/m3 (Fly Ash) 

= 40 /im and 100 fim 
= 1.46E-5m2/s 

: Rene 41 
= 8190 Kg/m3 

= 0.9197 m/s 
Here the relaxation time for 100 /an sand particles is 77.1 

ms and that for 40 ftm fly ash particles is 8.4 ms, respectively. 
Particles are introduced with an assumed initial particle-to-
flow velocity ratio of 0.8. 

For larger sand particles (100 fim) as shown in Fig. 7, most 
of the rebounded particles from the first cylinder cross the 
mainstream and impact on the neighboring cylinder surface 
either on the first or on the second row. Therefore considerable 
amount of secondary impact occur on the first cylinder surface 
either on the front side or on the back side to the main stream. 
Part of the impact on the back side of the first cylinders comes 
after the impact on the second cylinders while others come 
from the neighboring first cylinders. It is interesting to note 
that the particle introduced in the wake do not change the 
direction much because the particle inertia is dominant com
pared with the aerodynamic forces acting on it. From this, one 
can see that there is more chance of impact on the first row 
of cylinders in this tube bank than the case of one cylinder 
because of the secondary impact from the neighboring cylin
ders. 

For smaller fly ash particles (40 fim) as shown in Fig. 8, 
most of the impact on the first cylinders are the primary impact 
while most of the impact on the second cylinders are the sec
ondary impact from the first row of cylinders. An interesting 
feature of the impact on the second cylinders is that they are 
concentrated in a limited area on the tube surface in this par
ticular case. 

To estimate the relative impact frequency on the cylinders 
the collision efficiency, E„, is defined to be the ratio of the 
total number of impact on the nth row cylinder to the number 
of particles uniformly introduced over a transverse pitch (two 
times the cylinder diameter for the present geometry). For this 
one hundred uniformly distributed particles over a transverse 
pitch were introduced for the simulation. 

Figure 9 shows the collision efficiency of the two particle 
group for the first and the second row, respectively. According 
to the figure, the larger particles (100 jtm sand) showed higher 
collision efficiency than the smaller ones (40 fim fly ash) for 
the first row, which reflects the contribution from the neigh
boring cylinders with the secondary impact. Lower collision 
efficiencies on the second row cylinders seems to partially 
support the protective role of the first row cylinders in regard 
to the particles collision. Also higher E2 with larger particles 
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40 MIC. FLY ASH 

1st cyl. 2nd cyl. 

Fig. 9 Collision efficiency of in-line tube banks (2.0 x 2.0) at Re = 400 
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Fig. 10(a) Impact frequency 
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Fig. 10(b) Impact velocities 

than that with smaller ones suggests the more inertia dominated 
nature of the larger particles in the particles behavior. 

Figures 10 and 11 represent the impact and erosion char
acteristics of the tube bank in the particulate environment. 

For larger particles, Figs. 10(a) through 10(d), impact occurs 
mostly on the front side of the first cylinders and it occurs less 
frequently on the front side of the second cylinder and on the 
back side of the first cylinder, as presented in Fig. 10(a). Figure 
10(b) shows the averaged impact velocities on both the first 
and the second cylinders. The small velocity difference with 
regard to the initial velocity (0.736 m/s) reflects the fact that 
there was not enough time for these particles to adjust them
selves to the changes in the flow field. According to the results 
from the simulation the maximum erosion occurred at 40 to 
70 deg from the leading edge, Fig. 10(d), even though the 
maximum impact frequency occurred at 0 to 50 deg from the 

40 60 80 100 120 140 
ANGLE FROM THE LE.(deg.) 

1st cyl. 2nd cyl. 

Fig. 10(c) Impact angles 
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Fig. 10(d) Erosion rates 

Fig. 10 Impact characteristics for 100 /»m sand 

leading edge, Fig. 10(a). This is mostly because of the smaller 
impact angle (about 30 to 45 deg) at that location (40 to 70 
deg from the leading edge) with which the target surface is 
vulnerable to severe erosion as demonstrated by Fig. 3. The 
second cylinders also have impact along the front side and part 
of the back side near the top. However the impact frequency 
and erosion on the second cylinders are much less than those 
on the first cylinders. 

The impact characteristics for 40 /urn fly ash particles are 
shown in Figs. 11(a) through 11(d). The impact frequency 
and impact angles are high near the leading edge and decreases 
as the wetted area decreases while the impact velocity increases 
slightly as the angle from the leading edge approaches 90 deg. 
This effect is due to the accelerated flow field. It is interesting 
to note from Fig. 3 that the combination of high impact velocity 
and low impact angle maximizes the erosion. This situation 
occurs near the top of the second cylinder (60 to 90 deg from 
the leading edge), Figs. 11(b) through 11(d). As a result of 
these conditions, the erosion of the second cylinder surface is 
no longer smaller than the erosion of the first cylinder surface. 
As can be sen in Fig. 11(d), the local maximum erosion now 
occurs on the second cylinders around 60 to 70 deg from the 
leading edge. This phenomenon is the outcome of the second
ary impact from the neighboring cylinders combined with high 
main stream velocity defined by the tube arrangement. It should 
be noted that the erosion does not necessarily follow the trend 
of the impact frequency as could be seen in Figs. 10 and 11. 

Figures 12 and 13 are representing the impact frequency and 
the erosion over the half cylinders for the two cases. It can be 
seen that the impact occur more frequently on the first cylinders 
than on the second cylinders in both cases. However, more 
serious erosion may happen on the second cylinders and it is 
depending on the particle sizes. 
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Fig. 11(a) Impact frequency 
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Fig. 13 Overall erosion rate distribution on the first and the second 
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Fig. 11 Impact characteristics for 40 /«m fly ash 

5 Conclusions 
The particles behavior in tube banks are basically different 

from that over a cylinder due to the different aerodynamic 
condition made by the neighboring cylinders. The tube spacing 
(transverse, longitudinal) and arrangement, cylinder diameter 
and the flow velocity of the gas seem to be the important 
factors affecting the particles trajectory, the impact, and the 
erosion when the particle properties are fixed. Different par
ticles behavior of two different sizes and density are demon
strated through the present study for the fixed geometry and 
the flow condition as an in-line tube bank system. 

Based on the simulation results, the followings could be 
concluded: 

1. Depending on the mass and size of the particles, the 
particles behavior in tube bank system showed significant dif
ference in their trajectories, impact and the erosion pattern. 

2. The protective role of the first row of cylinders could be 
supported by the present simulation with respect to the particles 
impact only but not necessarily to the erosion. 

3. The information that affects the erosion estimation at 
impact such as the impact velocity and the impact angle can 
be estimated by using the numerical simulation shown as in 
the present study. 

Uncertainties. The restitution coefficients such as used for 
the present simulation are determined from empirical corre
lations of the restitution parameters based on the experimental 
data obtained by using Laser Doppler Velocimetry. They rep
resents the most probable direction and magnitude of each 
rebounding particle velocity. 
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Effect of Selective Modification of 
Turbulence on Two-Equation 
Models for Particle-Laden 
Turbulent Flows 
The effect of selective modification of turbulence by particles on K-e models for 
dilute two-phase flows has been evaluated using data from direct numerical simu
lation of particle-laden isotropic turbulence. Simulation results were obtained using 
as many as 643 grid points and up to 106 particles. The ratio of the particle time 
constant to large-eddy turbulence time scale varied from 0.14 to 1.50 and particle 
mass loadings of 0.0, 0.1, 0.5, and 1.0 were used in the simulations. Simulation 
results demonstrate that the balance between enstrophy production by turbulent 
vortex stretching and viscous destruction is disrupted by momentum exchange with 
the particle cloud. Selective modification of the turbulence by lighter particles results 
in a significant attenuation of enstrophy production by turbulent vortex stretching. 
The decrease in enstrophy production causes the model constant Ce2 to increase for 
large mass loading. Heavy particles are found to act as a sink of enstrophy for all 
mass loadings used in the simulations. Preferential concentration of lighter particles 
by turbulence, however, can generate vorticity fluctuations, especially at higher mass 
loadings. For these cases conventional modeling of the destruction of dissipation 
by particles term in the e equation requires that Ce3 be negative. 

1 Introduction 
Numerical predictions of particle-laden turbulent flows are 

complicated by the fact that, in addition to the considerations 
which arise in the prediction of single-phase turbulence, one 
must account for particle interactions with the underlying tur
bulent flow field. For dilute flows in which there is no phase 
change the principle interactions which must be modeled are 
turbulent dispersion of particles and modification of turbu
lence due to momentum exchange with the particle cloud. 
Accurately incorporating these effects into the Eulerian trans
port equations used to predict turbulence properties is difficult 
since these interactions are inherently Lagrangian, i.e., they 
occur along the trajectories of individual particles. The increase 
in the relevant parameter space for particle-laden flows over 
single-phase turbulence further complicates the modeling of 
particle interactions with turbulence. Factors such as particle 
size, particle inertia, mass loading, and particle concentration 
distribution all influence particle interactions with turbulence 
and should necessarily be reflected by numerical predictive 
techniques. 

There are a large number of techniques which may be used 
to predict particle-laden turbulence. The majority of the tech
niques used for engineering analysis involve solution of the 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
July 20, 1993; revised manuscript received May 3, 1994. Associate Technical 
Editor: M. W. Reeks. 

Reynolds-averaged Navier-Stokes equations. In this approach 
the Navier-Stokes equations are averaged over time (or en
sembles) to yield transport equations for the mean flow vari
ables. As is well known, this averaging procedure gives rise to 
turbulent stresses which must be modeled using some level of 
approximation. Typically, the turbulent stresses are modeled 
using a gradient transport hypothesis in which closure of the 
mean equations is obtained through specification of the tur
bulent eddy viscosity. There are a large number of methods 
for determining the turbulent eddy viscosity. In one of the 
most widely used methods the eddy viscosity is specified in 
terms of the turbulence kinetic energy and dissipation rate, 
i.e., the K- e model. In the K- e model, two additional trans
port equations are solved for K and e (e.g, see Launder et al., 
1975, Rodi, 1980). For particle-laden turbulence in which the 
coupling between phases is from fluid to particles only (i.e., 
"one-way" coupling, Crowe, 1982) there is, in principal, no 
difficulty in predicting the properties of the turbulence since 
the fluid is assumed to be unaffected by the presence of the 
dispersed phase. Thus, for this class of flows, the K- e model 
is unchanged. However, for the class of flows in which the 
properties of the turbulence may be modified by momentum 
exchange with the particle cloud it is necessary to explicitly 
model the effect of particles on the turbulence in the K and e 
equations. 

There have been a number of modifications proposed to the 
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K-e model to account for the effect of particles on the tur
bulence kinetic energy and dissipation rate. Elghobashi & Abou-
Arab (1983) derived the exact transport equations for K and 
6 for flows in which the particle cloud volume fraction is not 
negligible. These investigators used gradient-transport type 
closures for the correlations in the K and e equations and 
introduced three new constants into the model to represent the 
effect of particle interaction with turbulence. Using this model, 
Elghobashi and Abou-Arab and Elghobashi et al. (1984) ob
tained reasonable agreement between computations of particle-
laden jets and the experimental measurements of Modarress 
et al. (1982, 1984), though adjustment of one of the three new 
model constants was required to account for different particle 
sizes. Shuen et al. (1985) formulated a K-e model for dilute 
particle-laden turbulence and compared model predictions to 
experimental measurements of particle-laden round jets. Rea
sonable agreement between computation and experiment was 
obtained but the model constant of the term in the dissipation 
equation representing the effect of particles on e varied from 
0.1 to 5.0. Mostafa et al. (1989) used a K-e model derived 
by Mostafa and Mongia (1987) to compute particle-laden jets. 
They had to adjust the values of some of the model constants 
recommended by Mostafa and Mongia in order to obtain rea
sonable agreement between computations and experimental 
measurements. Chen (1986) used a multiple-scale K— e model 
for dilute flows, derived by Chen and Wood (1985), to compute 
particle-laden pipe flow and a confined particle-laden jet. In 
Chen and Wood's model particles are assumed to act strictly 
as dissipation of both turbulence kinetic energy and the dis
sipation rate. Rizk and Elghobashi (1989) formulated a K-e 
model for low-Reynolds number turbulence which also ac
counted for the presence of a wall on the interactions between 
particles and turbulence. The constants in the model repre
senting the effect of particles on K and e were different than 
those recommended by Elghobasi and Abou-Arab (1983). 
Berlemont et al. (1990) used a K-e model identical to that 
developed by Shuen et al. (1985) to compute particle-laden 
turbulent jets. The model constants employed in these com
putations, however, were different than those used by Shuen 
et al. (1985). Azevedo and Pereira (1991) have used both a 
standard K- e model as well as a multiple-scale model to com
pute swirling jets. As is also the case in the model of Chen 
and Wood (1985), these investigators assumed the effect of 
the particles to be strictly a dissipation of both K and e. 

Though the work cited above is not exhaustive, it does pro
vide a representative overview of K-e modeling of particle-
laden turbulent flows. Implicit in all of these previous efforts 
are assumptions regarding the basic mechanisms by which a 
cloud of dispersed particles interact with turbulence. For ex
ample, the "single-phase" terms in the K- e model, i.e., those 
terms which would arise for flows in which there is no dispersed 
phase, are assumed to be unchanged by momentum exchange 
with the particle cloud. The model constants multiplying these 
terms also have the same value as for single-phase turbulence. 
Thus, no accounting is given of the possibility that particle 
interactions with turbulence may interfere with certain dynam
ical processes of the turbulence itself. Futhermore, the presence 
of the dispersed phase is also represented in these models as 
"extra dissipation" of both K and e. Gore and Crowe (1989) 
have compiled experimental measurements obtained from par
ticle-laden turbulent jets and have demonstrated that turbu
lence kinetic energy can be enhanced if the particles are large 
relative to turbulence length scales. Aside from the fact that 
the particles are considered as extra dissipation, parameteri-
zations of the effect of particles on K and e are nearly identical 
to those used for the corresponding single-phase terms. Since 
the single-phase model expressions are often obtained through 
some approximate analysis, e.g., by considering a model form 
of the turbulence energy spectrum, simply assuming the anal
ogous terms representing the effect of particles on K and e to 

behave in a similar manner may be grossly in error. Similar 
model expressions for the particles and fluid will only be valid 
if the mechanisms by which particles and turbulence influence 
K and e are the same. 

Perhaps the principal reason for deficiencies in K-e mod
eling of particle-laden turbulence has been the inability to 
directly evaluate the various assumptions and expressions as
sociated with these models. It is simply not possible to measure 
in laboratory experiments most of the statistical correlations 
in the K and e equations. An alternative to using data from 
laboratory experiments in model evaluation is utilization of 
the database generated from direct numerical simulation (DNS). 
In DNS the Navier-Stokes equations are solved without ap
proximation (other than those associated with the numerical 
method) and the simulation provides a detailed, three-dimen
sional, time-dependent description of the flow. Since DNS 
resolves all scales of motion it is necessarily restricted to low 
Reynolds numbers. Recently, DNS has been utilized to study 
the fundamental physics of particle interactions with homo
geneous turbulence. Squires and Eaton (1990) have examined 
turbulence modification by particles in simulations of forced, 
isotropic turbulence and have found that turbulence kinetic 
energy can be decreased by as much as 50 percent due to 
momentum exchange with the dispersed phase. Elghobashi and 
Truesdell (1993) have used DNS of decaying isotropic turbu
lence to study turbulence modification and find that particles 
interfere with energy transfer from large to small scales. Aside 
from increasing the basic understanding of particle interactions 
with turbulence in these flows, the simulations also provide a 
detailed database for evaluation of turbulence models for par
ticle-laden flows. The objective of the present study, therefore, 
is to use the database from DNS to evaluate K-e models for 
particle-laden turbulence. Use of DNS data permits, for the 
first time, examination of the assumptions inherent to existing 
K-e models for particle-laden flows. The simulation database 
used in this study is that compiled by Squires and Eaton (1990), 
who examined particle interactions with turbulence in the sim
plest type of flow: homogeneous, isotropic turbulence. In iso
tropic turbulence there are no mean-flow gradients and 
consequently no production of turbulence energy. Therefore, 
it is the dissipation terms in the K and e equations which are 
examined in this study. 

2 Background 

2.1 K-e Equations for Dilute Particle-Laden Turbu
lence. The K— e equations for dilute particle-laden turbulent 
flows can be expressed symbolically as 

-—-, — = Production - Dissipation + Transport (1) 

where D(-)/Dt denotes the substantial derivative and K and e 
are the turbulence kinetic energy and dissipation rate, respec
tively. For homogeneous turbulence the transport terms in (1) 
are zero and the K— e equations for this case may be expressed 
as 

where C?K is the turbulence production and ep represents the 
source or sink of K due to momentum exchange with the 
particle cloud. The c equation is 

^ = <Pe-3D-3V (3) 

In (3), (Pe represents production of dissipation by turbulence 
interaction with mean gradients, D is the combination of the 
turbulent production and viscous destruction terms, and T>p 
is the source or sink of e due to interaction with the particle 
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cloud. The terms (9K, (Pe, and 2D are the same as for single-
phase turbulence, i.e., 

<9K=-WjSu, (4) 

<5>e=-2v (uhkuM + ukJukJ Sij (5) 

and 

2D = 2v UijUiikuJik + 2v2 UjjkUjjic (6) 

where S,y is the strain-rate tensor of the mean velocity field, 
$u = WiJ + U j,i)/2> ui is the velocity fluctuation in the /th 
direction, and v the kinematic viscosity of the fluid. The ad
ditional terms in the K< e equations due to the presence of the 
dispersed phase are given by 

eP = Uifi (7) 
and 

S>p = 2vu^fTj (8) 
where/- is the fluctuating component of the force on the par
ticles. 

2.2 Closure of the K—t Equations. Closure of the K 
equation requires specification of ep in (2). The term ep is a 
correlation between the fluctuating fluid velocity and force of 
the fluid on the particles. It is natural, therefore, to model ep 
using the particle equation of motion. In fact, it can be shown 
that construction of the turbulent velocity fluctuations along 
the particle path enables closure of ep without introduction of 
additional model constants (e.g., see Berlemont et al., 1990). 
Lagrangian models for particle dispersion require that the tur
bulent velocity fluctuations along the particle path be calcu
lated. Thus, ep can be calculated directly given an accurate 
dispersion model. It may be remarked that construction of the 
turbulent velocity fluctuations along the particle path requires 
prescription, either directly or indirectly, of the correlation of 
fluid velocities along the particle path as well as the integral 
time scale of those fluctuations. It is important to emphasize 
that this correlation is a "particle-Lagrangian" function, i.e., 
it is dependent upon the motion of a particle which does not 
follow the turbulent fluctuations exactly. Recent findings, both 
from computations (Squires and Eaton, 1991a) and laboratory 
experiments (e.g., Longmire and Eaton, 1992, Lazaro and 
Lasheras, 1992; Fessler et al., 1993), have demonstrated that 
the fluid neighborhood encountered by a particle which is very 
responsive to the turbulent fluctuations can be different from 
the fluid velocities encountered by a heavier particle which 
does not respond as well to the spectrum of turbulent velocities. 
Since modeling particle dispersion by turbulence is beyond the 
scope of the present work specific closure models for ep are 
not examined in this study. The reader is referred to Squires 
and Eaton (1991b) for a discussion of closure assumptions 
employed in particle dispersion models. 

Closure of the e equation requires models for each of the 
terms on the right-hand side of (3). The production term is 
typically modeled as 

(Pe = - 2v (T^J^ + WMJ) SU" CH | <?K (9) 

where Ce, is around 1.4 (e.g., see Launder et al., 1975). Since 
K-e models were evaluated using simulations of isotropic 
turbulence the mean strain rate, Sy, is zero and there is no 
production of either K or e by turbulence interaction with 
mean-field gradients. Therefore, closure models for the pro
duction terms are not addressed in this study. 

The destruction of dissipation term, 2D, is composed of two 
parts. The physical interpretation of these terms can be more 
easily seen by expressing 2D in terms of the vorticity fluctua
tions: 

+ 2vi<j>ijuij. (10) 

In (10) the fluctuating vorticity is «,• and the strain-rate tensor 
of the fluctuating field is denoted as sy. The first term on the 
right-hand side of (10) corresponds to production of e by tur
bulent vortex stretching while the second term is viscous de
struction of e. For single-phase turbulent flows these two terms 
are very nearly in balance and are therefore modeled together 
(e.g., see Smith and Reynolds, 1991). An expression for 2D can 
be obtained using a model form of the turbulence energy spec
trum. Assuming high-Reynolds number turbulence and a 
- 5/3 slope for the inertial subrange the following expression 
may be obtained for 2D (Reynolds, 1976) 

3D«Ce2^e. (11) 

The constant Cc2 is calibrated from measurements of the decay 
of grid turbulence and is typically about 1.9. 

In the majority of K-e models the effect of particles on e, 
S)p, is parameterized analogously to that of 2D, i.e., 

It is important to note that while (11) can be deduced based 
upon a model form of the energy spectrum, (12) is an ad hoc 
parameterization of the effect of particles on e. The value of 
Ce3 is usually calibrated to yield good agreement with a par
ticular laboratory experiment. The fact that there is a wide 
range of values for Ce3 currently used in K-e models would 
indicate that (12) may be an inappropriate model for £>p. 

2.3 Overview of the DNS Database. In the earlier work by 
Squires and Eaton (1990) simulations of isotropic turbulence 
were performed to investigate particle response and turbulence 
modification by particles. Only the relevant properties of the 
turbulence and particles are summarized here. The reader is 
referred to Squires and Eaton (1991a, 1991b) for other details 
of the numerical method and computations. 

In the simulations performed by Squires and Eaton (1990) 
the incompressible Navier-Stokes equations were solved using 
a Fourier-series, pseudo-spectral method. A steady, spatially 
non-uniform body force was added to the low wavenumber 
components of the velocity field in order to obtain a statistically 
stationary flow. Simulations using both 323 and 643 grid points 
were performed and the Taylor-microscale Reynolds numbers 
were nearly identical for each grid size (39.3 for the 323 grid, 
38.7 for the 643 grid). Particle motion in the simulations was 
assumed to be governed by 

dvt_u,{Xtf,f\-vM 
dt TP 

where t>,- is the rth component of the particle velocity and w,- is 
the fluid velocity at the instantaneous particle position. The 
particle time constant in (13) is denoted TP and the drag around 
the particle is assumed to be governed by Stokes law of re
sistance. 

For each simulation the two phases were uncoupled and time 
advanced to reach a statistically stationary state. The momen
tum equation of the fluid was then coupled to the particle 
momentum equation with a specified mass loading. The mass 
loading is defined as the ratio of the total mass of particles to 
the total mass of fluid, i.e., <j> = Mp/Mf. Once the phases were 
coupled the 323 simulations were time advanced slightly over 
12 eddy turnover times while the 643 simulations were advanced 
approximately six eddy turnover times. This provided a long 
enough time sample for adequate convergence of all statistical 
measures of interest. For each particle time constant simula
tions using mass loadings of 0.0, 0.1, 0.5, and 1.0 were per
formed. Ratios of the time constant TP to the large-eddy time 
scale Tf (defined using the longitudinal integral length scale 
and turbulence kinetic energy) ranged from 0.14 to 1.50. 
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Fig. 1(a) 

Fig. 1(6) 

Fig. 1 Effect of mass loading on turbulence energy spectra. Note that 
the axes of both figures have been made dimensionless in terms of 
computationally convenient reference scales, (a) TP IT, = 0.15. (b) TP ITt 

= 0.52. — <t> = 0; 0 = 0.1; <j> = 0.5; <t> = 1.0. 

As mentioned previously, simulations of forced isotropic 
turbulence were employed in this study. True isotropic tur
bulence is statistically non stationary since the turbulence de
cays in the absence of any production mechanism. Most 
analytical approaches to isotropic turbulence assume the flow 
is statistically stationary and in practical applications there is 
usually a source of turbulence energy to maintain a stationary 
condition. Both experiments and analyses of decaying tur
bulence are complicated because the length, velocity, and time 
scales are continually changing, and because the initial con
ditions have a persistent effect on the evolution of the flow 
that is not easily quantified. This is an even more significant 
problem in particle-laden flows where the ratio of the particle 
time constant to the fluid time scale changes as the flow evolves. 
Particles may provide either a sink or source of energy to the 
turbulence which is dependent on seemingly irrelevant quan
tities such as the evolution time of the flow, the initial spectrum 
of the turbulence, and the initial conditions of the particle 
velocity field. To alleviate complications from these factors, 
the present simulations were made statistically stationary 
through application of a body force applied at the largest scales 
of motion. 

3 Results 

3.1 Effect of Particles on Turbulence Energy and Dissi
pation Rate. The effect of particles on the turbulence energy 
spectrum for rp/Tf = 0.15 and Tp/Tf = 0.52 is shown in Figs. 
1(a) and 1(b). Comparison of these figures shows that atten
uation of turbulence energy by particles with rp/Tj = 0.52 is 

Fig. 2 Effect of mass loading on turbulence dissipation rate, a B 
TpIT, = 0.14; e—e TflIT, = 0.15; -A-•*• 7pIT, = 0.75; •«•-•«• TRIT, = 
1.50. 

more uniform than for particles with rp/Tf = 0.15. It can be 
observed from Figure la that for simulations in which Tp/Tf 
= 0.15 the small-scale energy of the fluid increases for larger 
mass loadings. Squires and Eaton (1991a) have previously 
shown that particles with Tp/Tf = 0.15 exhibit significant ef
fects of preferential concentration in regions of low vorticity 
and high strain rate. The effect of high concentrations of 
particles in these regions evidently leads to an increase in small-
scale turbulent velocity fluctuations. This production of small-
scale fluctuations subsequently causes the viscous dissipation 
rate in the fluid to be increased for simulations in which lighter 
particles interact with the flow. This effect is illustrated in Fig. 
2 which shows the equilibrium value of the dissipation rate as 
a function of the mass loading for each of the particle time 
constants used in the simulations. As can be observed from 
the figure, the reduction in the dissipation rate with increasing 
mass loading is less for those simulations in which the tur
bulence is attenuated by lighter particles. Thus, the dissipation 
rate, which is weighted more toward the small-scale motions, 
is selectively modified by preferential concentration of parti
cles. 

Figures i-2 provide further insight into the relative changes 
in turbulence quantities for increasing mass loadings. At zero 
mass loading the production of turbulence kinetic energy by 
forcing is balanced entirely by viscous dissipation. For non
zero particle mass loading drag about a particle provides an 
additional means for dissipating turbulence energy. Since the 
total dissipation of turbulence energy must match the pro
duction from the force field, viscous dissipation in the fluid 
is reduced (see Fig. 2) with increases in mass loading since an 
increasing fraction of the total dissipation is accounted for by 
particles. At the largest mass loadings dissipation of turbulence 
energy by the particle load accounts for as much as 50 percent 
of the total. 

3.2 Effect of Particles on Turbulence Dissipation. As 
shown in Section 2.2 the destruction of dissipation term is 
composed of two parts: 

SD = — 2voijWjSjj + 1v faj/jWj, (14) 
where the first term represents production of e by vortex 
stretching and the second term is the viscous destruction of e. 
The effect of mass loading on these terms for the particle time 
constants used in the 643 simulations is shown in Fig. 3. In 
this figure the production and destruction terms have been 
made dimensionless by their corresponding value at zero mass 
loading. It may be observed from the figure that both pro
duction and destruction of e are attenuated by increased mass 
loadings for either particle time constant with reductions as 
large as 65 percent at the largest mass loading. For both particle 
time constants the production of e term is reduced more than 
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Fig. 4 Effect of mass loading on destruction of c by particles, B -
Tp/T, = 0.15; «- -e TP IT, = 0.52 

the destruction term. Therefore, it may be concluded that the 
effect of particle mass loading is to disrupt the balance between 
the production and destruction of 3D and that viscous destruc
tion of e is enhanced relative to the production of e. It may 
also be concluded that selective modification of the turbulence 
for particles with TP/T/ = 0.15, resulting from preferential 
concentration, causes a more significant disruption of the bal
ance between production and destruction of e. It is important 
to remember that these changes are not due to the direct action 
of the particles on the dissipating eddies. Instead, these effects 
are caused by overall distortion of the turbulence leading to 
changes in the viscous dissipation. 

The exact term in the dissipation equation representing the 
direct effect of the particle cloud on e (see Eq. (8)) is shown 
in Fig. 4 for the time constants used in the 643 simulations. 
This figure clearly shows that the lighter particles (rp/Tf = 
0.15), which exhibit significant effects of preferential concen
tration, act as a source of e for increasing values of the mass 
loading. It may also be observed from Fig. 4 that particles 
with a time constant rp/Tf = 0.52 dissipate e at smaller mass 
loadings but also become a source of e at higher mass loadings. 
Figure 4 can now be used to provide an explanation of the 
fact that e is larger for simulations in which light particles 
modify the turbulence (see Fig. 2). Note that the results in Fig. 
3 would lead one to conclude that the dissipation rate of the 
fluid would be less for flows with lighter particles. However, 
Fig. 4 shows that the effect of preferential concentration of 
lighter particles is to cause the particle cloud to act as a source 
of €. Thus, it is the effect of lighter particles acting as a pro
duction of e which causes the dissipation rate of the fluid to 
be larger for cases in which these particles modify the tur
bulence. 

3.3 Effect of Mass Loading on Model Constants. The 
model for the destruction of dissipation term, 3D, in the e 
equation requires specification of Ce2 in (11). The effect of 
mass loading on the model constant Cl2 is shown in Fig. 5 for 
each of the particle time constants used in the simulations. The 
value of the constant, C\2, for the baseline case ($ = 0) is 
approximately 0.6 for both the 323 and 643 results. As is evident 
from the figure there is little change in Ce2 with increased mass 
loading for the heavier particles. The figure also shows that 
Ce2 obtained from simulations in which lighter particles modify 
the turbulence increases significantly as the mass loading is 
increased. This increase in Ce2 can be interpreted using Fig. 3 
which showed that the effect of mass loading on the production 
and destruction of 3D was to significantly diminish the pro
duction by vortex stretching relative to the viscous destruction 
term. Since the model for 2D represents a sink of e, increased 
viscous destruction relative to the production implies that Ce2 
must increase. The results in Fig. 5 clearly show that selective 
modification of the turbulence by lighter particles invalidates 
the assumption that the single-phase model constants are un
affected by the presence of a dispersed phase which can modify 
the turbulence. 

It is important to emphasize that the results in Fig. 5 dem
onstrate the profound effect of selective modification, resulting 
from preferential concentration, on engineering turbulence 
models such as K— e. As shown by Squires and Eaton (1991a), 
particle transport in turbulence can be instructively viewed in 
terms of the various structures, or flow zones, present in tur
bulent flows (e.g., eddying regions, streaming regions, con
vergence zones, etc.). Selective modification of the various 
zones in a turbulent flow will be different, due to the varying 
concentrations of particles in each zone. As shown by Squires 
and Eaton (1991a), for the most preferentially concentrated 
particles, convergence zones occupy about 4-5 percent of the 
total volume but the average particle number density in these 
regions is over twice the global mean while eddying regions 
typically occupy 9-10 percent of the flow volume but the av
erage number density in eddy zones is less than half the global 
number density. For increasing particle mass loadings, selective 
modification clearly disrupts the dynamics of the turbulence, 
resulting in an increase in Ce2. 

Finally, it may also be remarked that, as shown by Fig. 5, 
Ci2/C\2 increases with larger mass loading and decreasing TP/ 
TJ. Remembering that in the limit of rp/ 7/—- 0 one should expect 
that Ce2/C°2—1, this then implies the existence of some value 
of Tp/Tf for which Ce2/C°2 is maximum. The existence of 
maximum is difficult to determine since for small values of 
Tp/Tf the volumetric concentration of particles becomes very 
large in order to obtain increasing mass loadings and the as
sumption of dilute suspensions, implicit in this work, is no 
longer valid. Thus, in this study it was not possible to determine 
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whether there exists an "optimal" value of Tp/Tf yielding a 
maximum in Ce2/C% 

The model for the destruction of dissipation by particles, 
SDp, in the e equation requires specification of Ce3. Shown in 
Fig. 6 are the values of Ce3 for each of the three largest time 
constants and all mass loadings used in the simulations. Similar 
to the effect observed in Fig. 5, values of Ce3 for simulations 
in which heavier particles modify the turbulence are relatively 
insensitive to increased mass loading. It may also be observed 
from the figure, however, that Ce3 decreases for increasing 
mass loading with lighter particles. Since the dissipation of 
turbulence energy by particles, ep, is greater than zero for the 
flows examined in this study, the model for SDP given by (12) 
assumes the effect of particles in the e equation is to provide 
a sink for the dissipation rate. However, the results in Fig. 4 
show that selective modification of the turbulence caused by 
lighter particles results in a production of e for some mass 
loadings. This implies that the model constant Ce3 must be less 
than zero for cases in which particles act as a source of e. The 
figure only shows cases for which the particles attenuate e. It 
should be noted that in K-e computations of particle-laden 
turbulence the constant CE3 is usually tuned to yield good 
agreement with a particular laboratory experiment. The fact 
that there exists a wide range of values of Ce3 reported in the 
literature may be due in part to preferential concentration of 
particles and selective modification of turbulence. 

4 Summary and Conclusions 
An evaluation of K— e models for particle-laden turbulence 

has been made using data from DNS of particle-laden isotropic 
turbulence. Results from the present study indicate that for 
values of the mass loading below approximately 0.2 no sig
nificant changes to the single-phase model coefficients are 
needed. However, the effect of selective modification of the 
turbulence, caused by preferential concentration of light par
ticles, significantly attenuates production of e by turbulent 
vortex stretching. The disruption in the balance between pro
duction and destruction of e by lighter particles results in a 
significant increase in CE2 for increasing mass loading. There
fore, assumptions that the "single-phase" terms in the K-e 
model are unchanged by turbulence modification are in error. 
Selective modification of turbulence caused by preferential 
concentration of light particles was also found to lead to a 
production of e by the particle cloud. Production of e by lighter 
particles causes the dissipation rate of the fluid to be larger 
when lighter particles modify the turbulence as opposed to 
heavier particles. For flows in which particles act as a pro
duction of e the model constant Ce3 representing the effect of 
particles on e must be negative. Thus, modeling the effect of 
particles on e analogously to the way in which the destruction 
of dissipation is modeled is not accurate. 

It is also worthwhile to comment as to the effect of the drag 
law on the results in this study. The particle equation of motion 
employed in the present work has been based on Stokes law 
of resistance about a single particle and is valid for small 
particle Reynolds numbers. In many instances of practical 
importance the particle Reynolds number will be large enough 
such that a linear drag law is no longer valid. Relevant in this 
regard is the recent work by Wang and Maxey (1993) on pref
erential concentration and settling velocity in isotropic tur
bulence. Their study showed that effects of preferential 
concentration were also significant for particle motion gov
erned by a non-linear drag law. Furthermore, for flows in 
which the density difference between particles and fluid is large, 
the effects of drag non-linearity will be relatively weak for 
most problems of practical interest. Thus, the results of this 
study are generally applicable to those flows in which the drag 
law is non-linear; turbulence modeling of these flows will then 
be equally challenging. 

Finally, the present formulation of the K— e model appears 
to be appropriate for flows in which the particles remain ran
domly distributed. However, the "constants" show strong var
iation with flow parameters when the particles are light enough 
to become preferentially concentrated in regions of high strain 
rate and low vorticity. Experiments have shown that strong 
preferential concentration occurs in free shear flows for light 
particles (see Longmire and Eaton, 1992 or Lazaro and Lash-
eras, 1992; Fessler et al. (1993). The direct numerical simu
lations by Squires and Eaton (1991a) have shown that 
preferential concentration occurs in homogeneous flows for 
about a ten-fold range of particle time constants centered on 
Tp/Tf = 0.15. It may be necessary to resort to large-eddy 
simulation or other techniques which better represent the in
stantaneous structure of the turbulence in order to adequately 
predict flows in this regime. 
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Particle Mixing and 
¥o!umetric Expansion in a 
Vibrated Granular Bed 
The present experiments are an investigation of the expansion and mixing that occur 
in a horizontal bed of particles subjected to vibrational accelerations in the direction 
parallel to gravity. The particles are colored-glass balls of uniform size; three different 
bed heights are examined of 6, 9, and 12 particle diameters. The vibrational frequency 
and amplitude are controlled separately to cover a range of acceleration levels from 
1 to 5.5 times gravitational acceleration. The expansion results show that above a 
critical frequency, the bed begins to expand and the bed solid fraction decreases. 
This result is independent of the vibrational amplitude. Above a second critical 
frequency, the thickest beds show a further decrease in solid fraction; the minimum 
value of solid fraction for all bed heights is approximately 0.21 ±0.03. The mixing 
results indicate that the mixing times decrease significantly with the expansion of 
the bed. However, the mixing times are greater as the bed depth increases. Unlike 
the expansion results, the mixing times depend on the amplitude of the vibration. 
A simple analysis of the flow is performed using a self-diffusion coefficient developed 
from dense-gas kinetic theory. The analysis qualitatively agrees with the experiments 
for the largest vibrational velocities and for the thinnest beds. 

Introduction 
Many food industries handle, store, and transport food 

products and staples in a granular or particulate form. Often 
vibratory systems are used to dry and mix grains, seeds, sugar, 
and other particulate materials (Suzuki et al., 1980; Pakowski 
et al., 1984; Yu et al., 1992). The drying process and the 
associated heat transfer effects are influenced by the degree 
of mixing of the material caused by the vibrational motion. 
However, many drying analyses assume a perfect mixing of 
the material within the bed (Pakowski et al., 1984). In addition 
to drying applications, vibratory motions are also used in other 
applications such as pharmaceutical, powder metallurgy, and 
food industries. In these environments, the vibratory motion 
is used to sort particulate materials according to particle size. 

In the present work, only the mixing aspects of the vibratory 
particulate systems are addressed. The materials that are con
sidered are dry, noncohesive, and not affected by electrostatic 
charges. The materials are also uniform in size so that seg
regation effects are not considered. The purpose of the work 
is to investigate the one-dimensional mixing process for dif
ferent vibrational accelerations, frequencies and for different 
bed heights. The experiments are conducted by placing a hor
izontal layer of blue spheres over a layer of red spheres and 
observing the mixing process. This experiment differs from 
the recent work by Zik and Stavans (1991) in which the spread-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
July 12, 1993; revised manuscript received February 16, 1994. Associate Tech
nical Editor: M. W. Reeks. 

ing of a vertical strip of differently colored particles was mon
itored. In that study the diffusion coefficient was determined 
by measuring the lateral spread of the tracer particles for dif
ferent vibrational speeds. 

Although there are few studies in the literature that directly 
address mixing in vibrated beds, there are several works that 
examine the mechanics of the vibratory motion on a particulate 
bed. As the bed acceleration is increased beyond gravitational 
acceleration, the vibration causes some particles within the bed 
to go into free flight and a small gap can be observed between 
the particle layer and the base (Thomas et al., 1989; Douady 
et al., 1989). If the flight time of the particles is shorter than 
the period of vibration of the shaker, the particles collide with 
the surface with little rebound. The material then appears to 
ride with the surface until the downward acceleration of the 
plate again exceeds gravitational acceleration. 

The recent study by Brennen et al. (1992) examined the 
expansion of a vibrated bed for various acceleration ampli
tudes, frequencies, and bed heights. In the experiments, a paper 
lid was used to impose an external pressure on the particles, 
and to enable the observation of the extent of the bed expan
sion. Their experiments show that as the acceleration level is 
increased, a critical level is passed in which a significant ex
pansion of the bed occurs. The critical acceleration was close 
to 2 times gravitational acceleration, and increased slightly with 
the thickness of the bed. The authors suggest that this sudden 
change in bed height reflects a bifurcation in the dynamic 
response of the bed. 
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In a study by Savage (1988), a bed of material was subjected 
to a nonuniform vibration of the lower bed surface. The surface 
was flexible so that the maximum displacement occurred in 
the center of the bed and decreased to zero at the edges. By 
using tracer particles, the flow exhibited a circulation pattern 
with an upward velocity at the center and a downward motion 
along the side walls. A similar circulation was also found by 
Ratkai (1976) in which the vibration of the bottom plate was 
also nonuniformly distributed. However, the recent work by 
Knight et al. (1993) showed a convection cell present for a bed 
in which the vibrating surface remained horizontal. In these 
experiments, the vibration was not continuous but consisted 
of a series of discrete accelerations. The results indicated that 
the convection cells were driven by frictional interactions be
tween the particles and the walls of the container. If the con
tainer surfaces were smooth and slippery, convection was 
suppressed; if the walls were roughened, the particles adjacent 
to the container walls moved downward, while the material in 
the center moved upward. The downward motion was faster 
than the motion of the upward plug. 

In addition to these studies, there are many papers that 
include the air flow within the bed, and examine the effects 
of the air motion on the bed dynamics (Gutman, 1976; Aki-
yama and Kurimoto, 1988). As described in the review of 
Pakowski et al. (1984), the effects of the air motion are gen
erally important in relatively thick beds with particles of di
ameter less than 1 mm. 

fluctuating velocity components. An increase in the granular 
temperature reflects an increase in the random motion of the 
individual particles within the flow. 

Most of the work in granular flows has concentrated on 
momentum transport relations. In the past few years, however, 
several studies have investigated mixing and diffusion processes 
(Hsiau and Hunt, 1993a,b; Savage, 1993). Using two different 
kinetic theory approaches, Hsiau and Hunt (1993a) and Savage 
(1993) developed an analytical expression for the self-diffusion 
coefficient, D, 

D = -
tf(irT)1 

8(l+ep)ug0(uY (1 ) 

In the above equation, d is the particle diameter, ep is the 
coefficient of restitution defined as the particle rebound ve
locity to impact velocity, v is the solid fraction, and g0{v) is 
the radial distribution function evaluated when the particles 
are in contact. The distribution function is introduced in dense 
gas studies to account for the increase in particle collisions, 
and to account for the finite size of the particles. The function 
go(v) is evaluated from the Carnahan and Starling approxi
mation for molecular gases, 

} ( » ) • • (2) 
2(1 -»Y 

This form of g0(v) has been used for uniform granular flows 
with solid fractions less than 0.5 (Lun et al., 1984). 

Granular Flows 
Over the past decade, there has been increasing interest in 

the general area of flows of granular materials such as flows 
of sand, seeds, tablets, or food products (see reviews such as 
Campbell, 1990; Jaeger and Nagel, 1992). The experimental 
research in this area has progressed rather slowly because of 
the difficulty in experimental measurements. However, the 
analytical work has received more attention. One of the ap
proaches in modeling flows of granular material is to employ 
concepts from dense-gas kinetic theories (Lun et al., 1984; 
Jenkins and Richman, 1985). The motivating concept behind 
the work is that the particle movements in dense solid flows 
are not affected by the fluid, and instead depend on the col
lisions between the particles and with the bounding surfaces. 
In this respect, the motions resemble molecular motions in 
gases. Although the mathematical formulations from gas ki
netic theories are useful for developing constitutive relations 
for granular flows, there are many differences in the mecha
nisms that govern the collisional behavior for the two different 
systems. Granular flows are often dense and may involve multi-
particle collisions. The particles are also frictional and inelastic, 
so that energy is dissipated within the flow. In addition, gran
ular flows must also be driven by a shearing forces, by gravity 
or by external vibrations. 

One of the concepts used throughout the granular flow lit
erature is the term granular temperature (Lun et al., 1984; 
Campbell, 1990). The granular temperature is not a thermo
dynamic temperature, but is a measure of the specific kinetic 
energy of the flow, similar to the thermodynamic temperature 
in gases. The granular temperature, T, is defined as one-third 
of the ensemble average of the sum of the squares of the three 

Apparatus and Procedure 
The experiments are performed in a glass-walled rectangular 

box that is driven in a vertical direction by an eccentric drive 
mechanism. Figure 1 is a schematic representation of the fa
cility. The shaker is driven by a radial bearing that is off-center 
from the shaft extension of the variable-speed motor. The drive 
mechanism can be replaced to change the vibrational ampli
tude, z0- In the current experiments two different values of z0 
are used: 0.3 cm and 0.5 cm measured from the central shaft 
position. The shaker is supported by two steel shafts that are 
guided by four linear bearings. The vibrational frequency is 
varied by changing the rotational speed of the motor; the range 
for the current experiments covers from 600 rpm to 1200 rpm 
(±10 rpm). The rotational speed of the motor is measured 
with tachometer in revolutions per minute, and this value is 
converted to the angular frequency co. The amplitude of the 
vibrational acceleration is computed from the product of the 
displacement and the square of the angular frequency, z0co2. 
The vibrational speed is found from z0u. For the current con
ditions the magnitude of the acceleration ranges from 2 to 5.5 
g where g is gravitational acceleration. 

The front and back walls are tempered glass for visual ob
servation of the bed. The distance between the plates is 3.8 
cm; the width of the bed is 19.1 cm, and the height is 50.8 
cm. The side walls and base are made from aluminum. For 
most of the current experiments the depth of the channel was 
decreased to 1.9 cm by placing a plexiglass plate between the 
glass walls. This decrease in depth reduced the amount of 
material that was used in each experiment. As mentioned in 
the experimental section, the results from the 1.9 cm deep bed 
were compared to results in 3.8 cm bed; there are no discernable 

Nomenc la ture . 

C 
d 
D 
ep 

g 

color concentration 
particle diameter 
diffusion coefficient 
coefficient of restitution 
gravitational acceleration 

go = radial distribution function 
h = height of bed 
m = mass of bed 
t = time 
v = velocity 

z = coordinate in direction parallel 
to vibration 

z0 = vibrational amplitude 
v = solid fraction 
T = granular temperature 
o) = angular frequency 
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Fig. 1 Schemalic representalion of the vertical shaker

difference between the experimental results. No further at
tempts were made to ascertain the variations as a function of
depth within the bed.

The experiments used red and blue colored-glass balls. The
balls are spherical and are 3.01 mm (standard deviation of
0.054 mm) in diameter. The density of the balls is 2490 kg/
m3

• The preliminary experiments indicated that the response
of the particulate bed to vibratory motions was highly depen
dent on the surface conditions of the particles and the walls.
If the particles were dyed spheres instead of colored-glass balls
or if the particles were roughened with a layer of debris, the
top surface of the bed formed a wave pattern similar to that
shown in the work by Douady et al. (1989). The wave pattern
depended on the vibrational acceleration level. However, if
the spheres were cleaned and smooth, there were no waves on
the upper surface of the bed. As a consequence, the colored
glass balls and the internal surfaces of the shaker were cleaned
after every 2 to 3 experimental runs. In addition, electrostatic
charge effects appeared to become important after the shaker
was run for an extended period of time. To minimize the
effects, the surfaces of the shaker were also sprayed with an
antistatic fluid. For all of the experimental results presented,
the electrostatic forces did not appear to be affecting the mo
tions of the balls.

The mixing process was observed through the front polished
glass plate. The experiments were prepared by placing a layer
of red balls on the bottom of the shaker, and overlaying a
layer of blue balls of equal amount. The rotational speed of
the motor was preset before the experiment commenced. The
motor was then started, and the images recorded at a rate of
60 images per second with a video recorder. A frame-grabber
board connected to a personal computer was used to evaluate
the change in the color distribution over time. The digital
images were enhanced to sharpen the color contrast between
the red and blue balls. After the enhancement, the red colors
appeared white (a digital value of 1.0) and the blue appeared
black (value of 0.0). As the mixing progressed, the digital
images were evaluated by selecting different horizontal and
vertical windows within the bed. All of the images were taken

Journal of Fluids Engineering

(a)

(b)

Flg.2 Photographs of the bed for m = 0.091 kg and Zo = 0.5 cm: (8) arrow
Indicating the gap that appears when the plate has separated from the
bed, (b) the bed recontacling the plate

at the same point in the vibration cycle when the bed was in
its most compact state. For each window, the average color
was calculated to obtain the average color concentration at
that bed location. If all of the selected windows within the bed
had an average color concentration between 0.495 and 0.505,
the bed was determined to be well mixed, and the time was
referred to as the mixing time. This definition of the mixing
time was chosen to correspond with the definition used in the
analysis of the particle diffusion process. The measurement of
the mixing times were repeatable within ±0.2 s.

Expansion Results
Experiments were performed using three different bed

masses: 0.091, 0.136, and 0.181 ±0.004 kg. These correspond
with a height at rest of 1.8 cm (roughly 6 particle layers), 2.7
cm (9 layers), and 3.6 cm (12 layers), respectively. Figure 2
shows photographs for a bed with mass of 0.091 kg. The first
photo shows the bed just after the vibrating plate has separated
from the beads, and indicates a small gap between the particles
and the bottom plate. At this point, the plate is moving down
ward at an acceleration greater than gravitational acceleration.
As the plate continues to drop, the bed expands as the particles
fall to the surface. The second photo, 2b, shows tbe bed after
some of the particles have impacted the lower surface. Many
of the upper particles appear to be in free flight while the

, particles closer to the surface appear to be resting on the plate.
As the plate rises, the bed is compressed, and then the cycle
is repeated. For bed of greater mass and hence greater height,
the vibration cycle is similar to that for the thinner bed; how
ever, the region of the bed close to the vibratory surface appears
to be denser even in the most expanded state.

As shown by the photographs the maximum height that the
bed attains is difficult to assess from the motion of individual
particles. As a result, a thin sheet of paper was placed on top
of the bed, and the change in height of the bed for different
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Fig. 4(f)) Bed solid fraction (±0.03) 

accelerations was determined from the height of paper lid as 
recorded on the video images. The lid was light enough that 
it did not appear to affect the expansion. The results for the 
expansion test for zo = 0.5 cm are shown in Fig. 3(a) as a 
function of acceleration in g's. The figure also shows the initial 
height of the beds are rest. The height of the bed remains 
constant for these experiments until the acceleration increases 
to a value greater than 2 g. As the acceleration level is increased, 
the bed height increases significantly, by a factor of 2.7 for 
the thinnest bed (m-0.091 kg) and a factor of 1.8 for the 
thickest bed {m = 0.181 kg). For each bed mass, the bed height 
reaches a plateau at approximately 2.8 g. For accelerations 
greater than 4.5 g, the two thicker beds indicate a further 
expansion. 

In Fig. 3(b) the data are replotted in terms of average solid 
fraction, v, as a function of acceleration. The solid fraction 
is defined as the ratio of the solid volume to the bed volume, 
and is calculated from the mass of the beads within the bed 
divided by the product of the bead density, height of the bed 
and the cross-sectional bed area. For the different heights, the 
bulk solid fraction at rest is 0.56. As the acceleration is in
creased, the solid fraction decreases to a value of approximately 
0.21 ±0.03 for the thinnest bed. For the thicker beds, the solid 
fraction decreases with an increase in acceleration and reaches 
a plateau, and then continues to decrease for accelerations 
greater than 4 g. 

In Fig. 4(a), similar results are presented, but the vibrational 
amplitude has been reduced to zo = 0.3 cm. As in the previous 
figure, the height of the bed increases significantly with ac
celeration; however, the increase occurs at a much lower ac-
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Fig. 5 Bed solid fraction as a function of vibrational frequency 

celeration level—approximately 1.3 g compared with 2.0 g. 
' The height of the bed appears to reach a local maximum at 
roughly 1.8 g. In addition, for the two beds of mass 0.136 and 
0.181 kg, the beds expand further for accelerations greater 
than 3.0 g. In terms of solid fraction as shown in Fig. 4(b), 
the three different bed heights reach the same minimum solid 
fraction of approximately 0.22 ±0.03 for accelerations greater 
than 4 g. 

The average solid fraction values are also plotted as a func
tion of vibrational frequency (w/2ir) in hertz as shown in Fig. 
5. As a function of frequency the data for the two different 

788 /Vo l . 116, DECEMBER 1994 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1 0 0 0 0 u i i i i i i i i i | i » i i i i i i i I i i ) i t i i i i I M * i i i ' i i ^ 

: + z=5mm;m=0.181 kg I 
: + X zo=5mm;m=0.136 k g : 

O z°=5mm;m=0.091 kg -
_ . 1 0 0 0 _ O z=3mm;m=0.091 kg_ 
O : x : 
CD 

•i2. - : 

UJ 

CD \ % * +
 + : 

2 : » : 
x -
•^ 10 - « o -

: o o » s
 : 

: ° » : 
o 

o • 

1 II I I I . I , I I I , , , I . , , , I . . . . I 

1 2 3 4 5 
ACCELERATION (g) 

Fig. 6 Mixing time of the bed in seconds (±0.2 s) as a function of 
acceleration 

values of vibrational amplitude coincide for the same bed 
heights. All of the data indicate a critical frequency of 10 Hz 
at which the expansion process begins. As the frequency is 
increased above this value—or as the period of vibration is 
decreased from 0.1 s—the bed continues to decrease in solid 
fraction. The rate of decrease in solid fraction with increasing 
frequency does depend on bed height, but does not appear to 
be dependent on vibrational amplitude. For frequencies greater 
than about 18 Hz, the beds have approximately the same min
imum solid fraction of 0.21 ±0.03. 

The solid fraction of a randomly-packed stationary bed is 
generally close to 0.64; since the solid fractions for the present 
measurements are based on an average bed height, the solid 
fraction is less due to the packing variations near the solid 
walls and to the use of the paper lid that may not be in contact 
with all of the upper layer of particles. It should be emphasized 
that the solid fractions are also based on the maximum ex
pansion of the bed, and thus represent the minimum value 
during the vibration cycle. Observations of the bed indicate 
that the local solid fraction decreases with distance from the 
base plate. However, it was impossible to determine the dis
tribution from the imaging results. The void regions within 
the bed could not be accurately determined because as the bed 
expanded the particles behind the first layer of particles would 
appear in the images. 

Mixing Results 
The results from the mixing experiments are shown in Fig. 

6. As described in the introduction, the bed is prepared using 
several layers of blue particles overlaying an equal thickness 
of red particles. The mixing time is determined from the digital 
images. For z0 = 0.5 cm, the three different values of bed height 
are used. For zo = 0.3 cm, only the thinnest bed height is stud
ied. 

For the m = 0.091 kg and z0 = 0.5 cm experiment at the lowest 
acceleration shown (2.1 g), the mixing time is over two minutes. 
As the acceleration is increased the mixing time decreases sig
nificantly. At 2.4 g, the mixing time has decreased by a factor 
of 12 to 9.3 s. For higher accelerations, the mixing time con
tinues to decrease, but the decrease is not as significant. An 
additional experiment was also performed for this mass of 
material at an acceleration of 2.0 g. The mixing time, however, 
was well over 90 minutes; by this time, several of the beads 
appeared to adhere to the plexiglass back surface, indicating 
that electrostatic forces were affecting the mixing process. The 
experiments at this low acceleration were not continued. In 
comparing the expansion results (Fig. 3) with the mixing time 

results (Fig. 6), the data for the thin bed indicates that the 
mixing time decreases dramatically when the bed begins to 
expand because the particles have greater mobility. When the 
bed reaches its expanded state at approximately 2.8 g, the 
mixing time continues to decrease with an increase in accel
eration, but the decrease is less significant. When the bed is 
in a compressed state (near 2.0 g), no mixing is apparent. 

For zo = 0.3 cm and m = 0.091 kg, the results are similar to 
that for z0~0.5 cm; however, the dramatic drop in the mixing 
time occurs at lower values of acceleration. This finding is 
consistent with the expansion data, which indicates that the 
bed expands at lower values of acceleration. 

In addition to the results presented in the figures, an ad
ditional experiment was also performed at 2.3 g to check the 
effect of the spacing between the front and back walls. The 
mass of the bed was 0.181 kg and the height was 1.8 cm, so 
that the bed was twice as deep but the height was the same as 
that used in the other experiments for m = 0.091 kg. The mixing 
times were within the uncertainty of the measurements indi
cating that the spacing between the front and back surface did 
not significantly affect the motion of the balls. In all of the 
current experiments, the flow did not appear to have a cir
culation pattern, nor did the motion of the balls appear to be 
different in the region close to the aluminum side walls. 

The results for zo = 0.5 cm, m = 0.136 kg, and for m = 0.181 
kg show similar trends as that for the thinner bed; however, 
the mixing times are significantly longer for the same accel
eration. In addition, the dramatic drop in the mixing times 
occurs at a much higher acceleration than for the thin bed. 
The difference between the mixing times for the different beds 
depends on the bed thickness, but also depends strongly on 
the bulk solid fraction of the bed. The mixing times again 
continue to decrease even though the bed did not show further 
expansion with increased acceleration. 

A simple analysis of the mixing problem can be performed 
by utilizing some of the granular flow concepts. As mentioned 
earlier, the kinetic theory ideas have been used as an approach 
to examine the transport processes in granular flows. For the 
current problem, if the mixing is assumed to be diffusive, the 
following equation can be written, 

dC d / „ d C \ 

ii~*\Dj;y (3) 

In the one-dimensional transient diffusion equation given above 
C is the color concentration, z is measured from the base of 
the vibrating plate, and D is the diffusion coefficient. For the 
current experiment, the appropriate boundary conditions for 
the problem are that the concentration gradient is zero both 
at the vibrating surface (z = 0) and at the top of bed (z=h), 

dC 
— = 0 at z = 0 and z = h. (4) 
OZ 

Using red beads to be C = 1.0 and blue to be C = 0.0, the initial 
condition at t = 0 is 

C=1.0 for z<h/2 (5a) 

and 
C=0.0 for z>h/2. (5b) 

If the diffusion coefficient is assumed to be constant 
throughout the layer, this equation can be integrated using 
separation of variables. In the long time limit, the concentra
tion distribution is given by the first two terms of the series, 

, 1 2 / z\ ( Tr2Dt\ 
C ( z , 0 = 2 + - c o 8 ^ - j « p ^ - ^ - j . (6) 

The mixing time is then calculated by evaluating the expression 
for the concentration at z = 0. When C(z = 0, t) is equal to 
0.505, the difference in the color concentration variation from 
the bottom to the top is less than 0.01, which is consistent with 
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based on the kinetic theory calculations for each of the bed heights. 

the definition for the mixing time used in the experiments. 
This occurs when the time is equal to tmK as given below, 

'miv — -In 
ir2D \0.005TT 

(7) 

The mixing time can then be evaluated if an expression for the 
diffusivity is known in terms of the vibrational parameters. 

As described in an earlier section of the paper, Hsiau and 
Hunt (1993a) and Savage (1993) developed analytical expres
sions based on dense gas kinetic theory for self-diffusion coef
ficient for a granular flow. The diffusion coefficient depends 
on the square-root of the granular temperature and the particle 
diameter and is inversely proportional to the solid fraction and 
to the radial distribution function. In the current experiments, 
the bulk solid fraction can be estimated for a given vibrational 
frequency and bed height. However, the local particle veloc
ities, and hence the granular temperature were not measured. 
From experimental observations, the particles near the vi
brating surface appear to move with the surface. Using this 
velocity as an estimate for the vertical velocity component 
(Savage, 1988), the granular temperature can be estimated by 
assuming that the other velocity components are zero, 

? = \{V2
x + V2

y + V2
z)^(o>Z0)

2 (8) 

With this expression for the granular temperature, the diffu
sion coefficient is 

8(\+ep)pg0(vY K> 

An estimate of the diffusion time can be made using this value 
of the diffusion coefficient. Then the mixing time becomes 

h28(l+ep)vg0(p) 
?mix~Tr2 d{ir/3)1/2uz0 0.005ir 

(10) 

Figure 7 shows the mixing times as a function of vibrational 
speed, Z0<J>- The curves represent the calculated times based on 
Eq. (10). The data that are shown are for experiments in which 
the bed has reached an expanded state. Hence for zo = 0.5 cm 
and m = 0.091 kg, the data are for accelerations greater than 
2.3 g; for the same mass and with z0 = 0.3 cm, the data include 
accelerations greater than 1.6 g; for m = 0.136 kg, the data are 
for values greater than 4 g. The data for m = 0.181 kg are not 
included. For a given acceleration, the height of the bed and 
the bulk solid fraction are determined from the experimental 
values as shown in Figs. 3, 4, and 6, and these terms are then 
used in Eq. (10). The coefficient of restitution is taken as 
^ = 0.95 (Hsiau and Hunt, 1993a). 

Both the data and the kinetic theory analysis indicates that 
the mixing times should decrease with increasing vibrational 

velocity. However, except for the data at the lowest velocities, 
the calculated times over predict the experimental results. This 
comparison suggests that if the diffusion equation is applicable 
to the mixing process, the diffusion coefficient is under esti
mated. One possible reason may be due to the assumed value 
of the granular temperature. The particle velocities may in fact 
be larger than that of the base plate which would tend to 
increase the granular temperature. In addition, the values of 
the bed height and the solid fraction are determined when the 
bed is in its most'expanded state. 

As previously noted, the mixing of the balls are assumed to 
follow a diffusive process that can be modeled with a one-
dimensional diffusion equation. In addition, the diffusion 
coefficient is assumed to be independent of time and depth 
within the bed. However, the diffusion coefficient depends on 
the solid fraction and granular temperature, and visual ob
servations of the bed indicate a decrease in solid fraction and 
an increase in the particle velocities relative to the base motion 
as a function of the distance from the base plate. These var
iations with depth and time within the vibration cycle may also 
impact the calculation of the mixing time. 

Summary and Conclusions 
The experimental results show that the expansion of the bed 

increases significantly beyond a critical frequency (10 Hz), and 
that the expansion does not depend on the amplitude of the 
vibration. However, it is important to note that in these ex
periments the ratio of vibrational amplitude to particle di
ameter is one or slightly larger (z0/d= 1.0 or 1.67). The effect 
of the vibrational amplitude may be significant if the ratio of 
these two lengths is significantly larger or smaller than unity. 
For the thicker beds, there appeared to be a second critical 
frequency beyond which the beds exhibited a further expan
sion, suggesting that all of the beds may reach a minimum 
solid fraction if the vibrational frequency is large enough. 

The mixing results indicate that the mixing times decrease 
significantly as the bed reaches an expanded state. For the 
thickest bed (approximately 12 ball diameters) the mixing time 
is 25 times longer than for the thinnest bed (approximately 6 
ball diameters) at the highest acceleration studied (4.8 g for 
zo = 0.5 cm). The theoretical predictions for the mixing times 
show qualitative agreement and indicate a decrease with in
creasing vibration velocity. The analysis, however, is based on 
many assumptions that are probably not valid in the current 
experiments. A more detailed study should include measure
ments of the local particle velocities and the solid fraction— 
quantities that are difficult to measure—but which are vitally 
important to the understanding of particulate flows. 

In closing, these studies were conducted with the intent of 
minimizing any convective motion within the bed so that the 
results could be compared to a simple diffusion model. The 
convective motions were minimized by using smooth side walls, 
and using highly-spherical balls of uniform size. Without these 
measures, a recirculation pattern was noted. In addition, if 
the bed contained particles that varied in diameter, there also 
appeared to be some segregation according to size. The inclu
sion of these effects modify the mixing process enough so that 
a simple diffusion analysis would not be sufficient to model 
the flow. However, in actual engineering applications these 
effects are important, and will be the subject of future studies. 

References 
Akiyama, T., and Kurimoto, H., 1988, "Compressible Gas Model of Vibrated 

Particle Beds," Chemical Engineering Science, Vol. 43, pp. 2645-2653. 
Brennen, C. E., Ghosh, S., and Wassgren, C., 1993, Vertical Oscillation of 

a Bed of Granular Material, Powders & Grains 93, C. Thornton, ed., Balkema 
Publishing, Rotterdam, pp. 247-252. 

Campbell, C. S., 1990, "Rapid Granular Flows," Annual Review of Fluid 
Mechanics, Vol. 22, pp. 57-92. 

790 / Vol. 116, DECEMBER 1994 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///0.005tt


Douady, S., Fauve, S., and Larouche, C , 1989, "Subharmonic Instabilities 
and Defects in a Granular Layer under Vertical Vibrations," Europhysics Let
ters, Vol. 8, pp. 621-627. 

Gutman, R. G., 1976, "Vibrated Beds of Powders. Part I: A Theoretical 
Model for the Vibrated Bed," Transactions for the Institution of Chemical 
Engineers, Vol. 54, pp. 174-183. 

Hsiau, S. S., and Hunt, M. L., 1992, "Kinetic Theory Analysis of Flow-
Induced Particle Diffusion and Thermal Conduction in Granular Material 
Flows," ASME Journal of Heat Transfer, Vol. 115, pp. 541-548. 

Hsiau, S. S., and Hunt, M. L., 1993, "Shear-Induced Particle Diffusion and 
Longitudinal Velocity Fluctuations in a Granular-Flow Mixing Layer," Journal 
of Fluid Mechanics, Vol. 251, pp. 299-313. 

Jaeger, H. M., and Nagel, S. R., 1992, "Physics of the Granular State," 
Science, Vol. 255, pp. 1523-1531. 

Jenkins, J. T., and Richman, M. W., 1985, "Kinetic Theory for Plane Flows 
of a Dense Gas of Identical, Rough, Inelastic, Circular Disks," Physics of Fluids, 
Vol. 28, pp. 3485-3494. 

Lun, C. K. K., Savage, S. B., Jeffrey, D. J., and Chepurniy, N., 1984, "Kinetic 
Theories for Granular Flow: Inelastic Particles in Couette Flow and Slightly 
Inelastic Particles in a General Flow Field," Journal of Fluid Mechanics, Vol. 
140, pp. 223-256. 

Knight, J. B., Jaeger, H. M., and Nagel, S. R., 1993, "Vibration-Induced 

Size Separation in Granular Media: The Convection Connection," Physical 
Review Letters, Vol. 70, pp. 3728-3731. 

Pakowski, Z., Mujumdar, A. S., and Strumillo, C , 1984, "Theory and 
Application of Vibrated Beds and Vibrated Fluid Beds for Drying Processes," 
Advances in Drying, Vol. 3, A. S. Mujumdar, ed., Hemisphere Publishing, pp. 
245-306. 

Ratkai, G., 1976, "Particle Flow and Mixing in Vertically Vibrated Beds," 
Powder Technology, Vol. 15, pp. 187-192. 

Savage, S. B., 1988, "Streaming Motions in a Bed of Vibrationally Fluidized 
Dry Granular Material," Journal of Fluid Mechanics, Vol. 194, pp. 457-478. 

Savage, S. B., 1993, "Disorder, Diffusion, and Structure Formation in Gran
ular Flows," Disorder and Granular Media, D. Bideau, ed., Elsevier Science 
Publishers, Amsterdam, pp. 255-285. 

Suzuki, K., Hosaka, H., Yamazaki, R., and Jimbo, G., 1980, "Drying Char
acteristics of Particles in a Constant Drying Rate Period in Vibro-Fluidized 
Bed," Journal of Chemical Engineering, Japan, Vol. 13, pp. 117-122. 

Thomas, B., Mason, M. O., Liu, Y. A., and Squires, A. M., 1989, "Identifying 
States in Shallow Vibrated Beds," Powder Technology, Vol. 57, pp. 267-280. 

Yu, S. H., Ma, B. J., and Weng, Y. Q., 1992, "Drying Performance and 
Heat Transfer in a Vibrated Fluidized Bed," Drying '92, A. S. Mujumdar, ed., 
Elsevier Science Publishers, Amsterdam, pp. 731-740. 

Zik, O., and Stavans, J., 1991, "Self-Diffusion in Granular Flows," Euro-
physics Letters, Vol. 16, pp. 255-258. 

/ T = T \ 

V1 J 

WORKING |N JAPAN 
V V AN INSIDER'S GUIDE FOR ENGINEERS 

edited by Hiroshi Honda, R. C. Vonderau, 
K. Tahaiwa, D. Day, and 5. Fuftuda 

Containing a wealth of useful information for any engineering professional planning to relocate to or visit Japan, 

. this concise paperback gives practical answers to all of your questions about Japanese employment prac

tices, culture, and society. Written by engineering professionals of many nationalities and backgrounds, WORKING IN 

JAPAN is packed with insights and strategies that will help close the culture gap - from language barriers to 

differences in the work ethic. Specifically, this booh of practical insights features the following: 

• guidance on which industries are hiring foreign engineers 

• practical information on hiring practices and salaries 

• insights Into future trends in employment 

• explanations of cultural differences you need to Know 

• tips for adjusting lo dally life 

• a useful glossary of Japanese terms 

Prepare yourself now. Hake sure you know the hows and whys of working in Japan-whether you are already there, 

making plans to go, or just thinking about possibilities — order your copies of WORKING IN JAPAN today. 

TO ORDER 
In the U.S./Canada: 

(800) THE ASME, ext. 618 
(800 843 2763) 

In Mexico: 
9 5 , (800) 8 4 3 2 7 6 3 , ext. 618 

Outside North America: 
(201) 882 1 167, ext.618 

Fax: (201) 8 8 2 1 7 1 7 o r (201) 8 8 2 5 1 55 

Wr i t e : ASME, Dep t . M I 8 , 2 2 L a w Dr ive , 
FWl Box 2 9 0 0 , Fair f ie ld, NJ 0 7 0 0 7 - 2 9 0 0 

nQ Emai l : C o m p u S e r v e 7 3 3 0 2 , 1 0 1 7 

Journal of Fluids Engineering DECEMBER 1994, Vol. 116/791 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



B. J. Azzopardi 
Department of Chemical Engineering, 

University of Nottingham, 
Nottingham NG7 2RD UK 

J. C. F. Teixeira 
Escola de Engenheria, 

Universidade do Minho, 
Braga, Portugal 

Detailed Measurements of Vertical 
Annular Two-Phase Flow—Part I: 
Drop Velocities and Sizes 
Phase anemometry and laser diffraction techniques have been employed to measure 
drop sizes in annular two-phase flow. The former technique also provides drop 
velocities. When converted to the same basis, the drop size distributions from the 
two techniques are in agreement. Drop velocities were 20 percent below the corre
sponding local velocities for the gas. Standard deviations of the drop velocities were 
10 to 65 percent higher than those for the gas. 

Introduction 
The simultaneous flow of gas and liquid in a duct or pipe 

can produce a large number of spatial configurations of the 
phases due to the deformable interface between them. How
ever, for many years it has been realized that for certain com
binations of flow rates these configurations can be characterized 
by a common description. For example, in vertical upflow at 
high gas rates, part of the liquid flows as a film on the channel 
walls while the rest is carried as drops by the gas flowing in 
the center of the channel. This type of behavior is usually 
termed annular or annular-mist flow. This flow pattern is 
important as it occurs of many pieces of industrial equipment 
such as boilers and gas/condensate wells. Design of such equip
ment requires knowledge of first-order parameters such as 
pressure drop. However, there is also a need for more detailed 
information such as film thickness or the split of liquid between 
drops and film. These are necessary for models of pressure 
drop with a sound physical basis as well calculation of heat 
transfer and processes such as erosion and erosion/corrosion. 

Though there are a number of publication which report drop 
sizes, hitherto, only the papers by Lopes and Dukler (1987) 
and Tayali et al. (1990) provide information on drop velocities. 
The first work shows drops to be traveling at velocities sig
nificantly below that of the gas. The approach used did not 
consider drops below 100 ^m, a size range that could contain 
a fraction of the liquid traveling as entrained drops; ignoring 
these drops could result in the deduced mean drop sizes sig
nificantly larger than the correct values. The results of Tayali 
et al. (1990), whose equipment could handle drops in the size 
range 75-1500 ;um, indicate smaller drop sizes than those meas
ured by Lopes and Dukler (1987) for the equivalent flow con
ditions. The values of axial drop velocity reported by Tayali 
et al. were closer to the gas velocities than those observed by 
Lopes and Duiker. Lopes and Dukler indicate that drop ve
locities increase with drop size and with distance from the 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
October 7, 1993; revised manuscript received February 15,1994. Associate Tech
nical Editor. O. C. Jones. 

center line. In contrast, Tayali et al. find smaller drops travel 
faster than large ones and that the fastest drops are at the pipe 
center. 

This paper reports measurements on drop sizes and velocities 
made in vertical annular flow. Related measurements on gas 
velocities and turbulence are given in Part II, Azzopardi and 
Teixeira (1994). Details of measurements using the laser dif
fraction technique are given by Azzopardi (1985) and Teixeira 
et al. (1988). 

Experimental Arrangement 

Flow Rig. Measurements were made in a vertical test sec
tion of 0.032 m internal diameter. The rig, shown schematically 
in Fig. 1, is supplied from the laboratory compressed air main. 
The air-flow rate is measured by an orifice plate before being 
mixed with the metered water flow in the test section. Beyond 
the test section, the two-phase mixture is separated; air is 
released to the atmosphere while the water is returned to the 
stock tank. The gas is introduced at the bottom of the vertical 
test section. The liquid is injected through a porous wall section 
mounted a few diameters from the bottom. Measurements were 
made at the top of the test section, 120 diameters from the 
liquid entry point. For the range of flow rates studied, this 
length was sufficient for the split of liquid between film and 
drops to be reasonably close to equilibrium values. 

Special test sections are required to allow for the entry of 
the light beams and for the exit of the scattered light without 
their being distorted by the curved tube wall and the highly 
disturbed film interface. Small tubes were inserted through the 
pipe wall and the liquid film (when present) with flat windows 
(25 mm diameter, 3 mm thick and flat to A/2) placed about 
75 mm from the inside pipe wall. A small purge flow was 
directed at the inside of the windows to keep them drop free. 
The purge flow rate was kept as low as possible so as not to 
affect the measurements. Preliminary tests and the single-phase 
turbulence measurements reported in Part II, which used the 
same purge rates, indicate that it has no noticeable effect on 
the measurements. The diameters of the inlet and outlet tubes 
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were 5 mm and 11 mm, respectively, while they both protruded 
5 mm from the pipe wall. Though it might be expected that 
these tubes could disturb the flows and cause recirculation 
region to be formed, these are expected downstream of the 
tubes and not to affect the measurements. For the flow rates 
used, mean and maximum film thicknesses were estimated to 
lie in the ranges 0.1 to 0.4 and 0.5 to 2 mm, respectively. 

Phase Doppler Anemometry. Simultaneous measurements 
of drop size and velocity were made using a Phase Doppler 
Anemometry technique. The beam of a 15 mW HeNe laser 
was split into two equal intensity beams 15 mm apart. They 
are focused by a 310 mm focal length lens (crossing angle 2.77 
deg) and the scattered light collected at three positions (at an 
offset of approximately 30 deg from the forward direction). 
This arrangement produces an instrument with a wide dynamic 
range and from whose signals sphericity can be determined, 
Livesley (1988). Filtering of the signals is carried using an opto
electronic approach (Bossel et al., 1972) and the signals are 
processed to yield the frequency of the doppler burst (and 
hence velocity) and phase lag between signals from two de
tectors (and hence size) can be determined. A microcomputer 

Table 1 
G0 GL r/R 
(kg/m2s) ( - ) 

Drop velocity and size data 
ud u'd -S K -rc 

(m/s) ( - ) 
dn 
lira 

24.5 15.9 

31.8 15.9 

31.8 31.7 

31.8 47.6 

43.7 15.9 

55.6 15.9 

55.6 31.7 

55.6 47.6 

0.00 
0.25 
0.50 
0.00 
0.25 
0 J 0 

0.00 
0.25 
0.50 
0.00 
0.25 
0.50 
0.00 
0.25 
0.50 
0.00 
0.25 
0.50 
0.00 
0.25 
0.50 
0.00 
0.25 
0.50 

13.8 
12.9 
7.1 

19.6 
16.1 
17.2 
17.5 
16.2 
17.4 
17.5 
16.3 
17.1 
23.1 
21.1 
19.5 
29.0 
27.1 
24.4 
30.3 
28.1 
24.1 
30.7 
28.5 
24.3 

2.1 
2.2 
1.4 
2.5 
2.2 
2.9 
2.3 
2.4 
3.2 

2.6 
2.5 
3.3 
2.5 
2.6 
2.9 
2.5 
3.1 
3.5 
2.7 
2.9 
3.6 
2.6 
2.9 
3.6 

0.87 
0.91 
0.65 
1.40 
0.84 
0.78 
0.63 
0.60 
0.66 
0.58 
0.44 
0.53 
1.26 
1.12 
0.87 
1.49 
1.28 
0.78 
1.22 
1.07 
0.62 
1.06 
0.89 
0.42 

4.13 
3.73 
3.23 
5.81 
3.86 
3.52 
3.30 
3.16 
3.21 
3.13 
3.21 
3.17 
5.26 
4.46 
3.93 
6.21 
5.26 
4.50 
5.96 0.49 
4.58 0.34 
3.81 0.06 

0.55 
0.52 
0.38 
0.47 
0.39 
0.22 
0.50 
0.40 
0.25 
0.49 
0.43 
0.23 
0.50 
0.32 
0.19 
0.45 
0.32 
0.06 

5.29 
4.47 
3.30 

0.37 
0.28 
0.14 

10 

c 05 

00 

/ ' GG= 556 Kg/sm2 

/ / GL= 15 9 Kg/sm2 

Malvern 
Phase-doppler 

200 400 600 
d ( | j m ) 

209 
190 
182 
144 
140 
131 
143 
135 
127 
155 
144 
136 
127 
117 
115 
110 
108 
106 
115 
99 
96 

114 
99 
89 

Fig. 2 Comparison between the phase Doppler technique and the laser 
diffraction: cumulative fraction of drops 

cn 
d 

d\a 

dv 

Gn 

G,, 

Z 

= drag coefficient ( - ) 
= drop diameter (/xm) 
= linear average drop diameter 

(/xm) (En,-d,/£«,-) 
= sauter mean diameter (/xm) 

(«,tf?/n,4) 
= gas mass flux (flow rate per 

unit flow area) (kg/m2s) 
= liquid mass flux (flow rate per 

unit flow area) (kg/m2s) 
= gravitational acceleration 

(m/s2) 

K 
N 
fi 

R 
r 

rc 
S 
t 
u 
u 

kurtosis 
total number of drops 
numbers of drops of size dt 

pipe radius (m) 
radial position (m) 
correlation coefficient ( - ) 
skewness 
time (s) 
vector of velocity (m/s) 
mean velocity (m/s) 

u 'd = standard deviation of drop 
velocity (m/s) 

7 = density ratio 
A = wavelength of light (nm) 

Subscripts 
d = drop 
G = gas 
/ = individual drop 
r = radial 
z = axial 
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Table 2 Example of gas and drop velocity profiles (gas mass 
flux = 43.7 kg/m2s; liquid mass flux = 15.9 kg/m2s) 

60 

Dimensionless radius Gas velocity 
(r/R) (m/s) 

0 29.8 
0.25 28.9 
0.50 26.4 

Drop velocity 
(m/s) 

23.1. 
21.1 
19.5 

Table 3 Variation of standard deviations of drop and gas 
velocity 

Gas superficial Standard deviation of 
velocity drop velocity/mean 
(m/s) drop velocity 

13.6 0.15 
17.7 0.13 
24.3 0.11 
30.9 0.09 

Gas turbulence 
intensity/mean gas 
velocity 

0.1 
0.08 
0.07 
0.06 

1 

g 
Q 

30 

calculates the velocity and size and sorts and stores the data. 
For the optical geometry in these experiments, the size range 
is 30-650 inm. Because of the gaussian distribution of intensity 
of the laser beams, the effective probe volume will be larger 
for bigger drops at a given trigger level. A correlation has been 
made for this as described by Brazier et al. (1988) and Teixeira 
(1988). 

Accuracy. Water flow rates were measured by rotameters, 
which were calibrated by weighing a timed efflux. They could 
be read within 3 percent. Air-flow rates were measured by a 
standard orifice plate. The pressure drop across the orifice 
plate was measured by a water manometer which could be read 
to within 1 percent. Similarly, gas pressure and hence density 
could also be determined with an accuracy of better than 1 
percent. 

The accuracy of the phase doppler anemometry equipment 
has been tested by making measurements of drops created by 
a Bergland-Liu mono-sized drop generator, Negus et al. (1989). 
Their experiments indicate that the results should be accurate 
to within ±2 percent. 

Results 
Information on drop sizes and velocities was acquired for 

gas mass fluxes in the range 24.5 to 55.6 kg/m2s and liquid 
mass fluxes between 15.9 and 47.6 kg/m2s. Values of means 
and higher moments are given in Table 1. For each run, data 
are based on between 1250 and 1400 individual validated meas
urements. 

Discussion 
Drop size distribution information has been gathered under 

identical flow conditions using the phase doppler and laser 
diffraction techniques. Full details for the latter technique are 
given in the papers by Azzopardi (1985) and Teixeira et al. 
(1988). Differences are to be expected in the data "as meas
ured" as the two techniques make different measurements; the 
diffraction technique measures a time/space average across a 
pipe diameter while the phase doppler measures point values. 
However, if an allowance is made for spatial variations and 
for size/velocity relationships, the data can be reduced to the 
same basis. Teixeira (1988) gives details of the convertions. 
Such correction results in maximum differences between the 
Sauter mean diameters from the two methods of 10 percent 
with most data showing much smaller differences. Figure 2 
shows that there is good correspondence between the data from 
the two instruments. Similar agreement between the two meas
urement methods has been observed by Brazier et al. (1988), 
who studied the drops formed by a spray nozzle. 

Mean drop velocities show a similar radial distribution as 
those for the gas but with values about 20 percent lower, Table 

9°$HS 
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' « 
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2. The mean drop velocities are approximately equal to 
the gas superficial velocity. Similar trends are shown at other 
flow rates. Table 3 shows that the standard deviation of the 
drop velocity (nondimensionalized by the mean; \/ud 

Vi \/n{ {udi-ud)
2) increases from the centerline toward the 

interface. 
Examination of the data indicates that the equivalent values 

for the gas (turbulence intensity/mean velocity) are 10 to 65 
percent lower than these values for the drops. Table 3 also 
shows a noticeable dependence on gas velocity. The distri
bution of drop velocities differs slightly from a gaussian as 
the peak is skewed toward the gas velocity. This follows from 
the fact that drops are created with very low velocities while 
there is an upper limit at the gas velocity. It is interesting to 
note that the calculations of Schadel et al. (1990) predict slip 
velocities which are about 20 percent of the gas velocity. 

There is a trend for smaller drops to be traveling at higher 
velocities, Fig. 3. In addition, it can be seen that there is a 
wider range of velocities at smaller drop sizes. This can be 
explained by the fact that smaller drops will be most strongly 
affected by gas turbulence which can cause acceleration and 
deceleration in the lateral direction and so increase and decrease 
the time taken for drops to arrive at the probe volume and 
widen the range of axial velocities that they could achieve. 
Larger drops, being less susceptible to turbulence, will show 
a narrower range of lifetimes and hence velocities. It is of 
interest that one of the only other sources of drop velocity 
data, Lopes and Dukler (1987), shows a completely different 
trend of drop velocity with drop size; larger velocities were 
obtained for the bigger drops. An explanation based on the 
effect of turbulence on the drag coefficient was suggested by 
those authors. In addition, it is noted that those authors were 
working at conditions which resulted in the churn-annular flow 
(u*G = 0.77-1.37). For the present experiments u*G = 1.03-
2.34. 

Table 1 shows that mean drop sizes and velocities decrease 
as the interface is approached. This is in contrast with the 
measurements of Lopes and Dukler (1987). However, drop 
size measurements by Andreussi et al. (1978) and Tayali et al. 
(1990) also show a maximum in drop sizes at the center of the 
channel. 
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Sizes and velocity are not strongly correlated. The corre
lation coefficient, defined as 

(E(M d / -«^) 2E(^-rf 1 0 ) 0 - 5 (1) 

is small and decreases as the interface is approached. Values 
are listed in Table 1. These show that it also decreases with 
gas velocity and, in the center of the channel, with liquid flow 
rate. 

Calculations have been carried out to establish phenomena 
which are important in determining the velocities which drops 
achieve. The motion was considered as two dimensional and 
the drag equations written as 

duaz ( I - 7 ) _ 3 _ \ud-uG\ 

dt ~ 7 yd 
(Udz-UGz) (2) 

du, dr 3 \ud-Ug\ 
,, 7 CD 7 (Udr~ UGr) 

dt 4 yd 
(3) 

where cd is calculated using the relative velocity \ud - uG\ 
and the equation of Teixeira (1988) which takes account of 
the effect of gas turbulence on the drag coefficient. 7 is the 
density ratio. The initial value of udr was calculated from the 
equation of Andreussi and Azzopardi (1983). The results of 
Lopes and Dukler (1987) confirm that this equation gives values 
of the correct magnitude for larger drops. A value of 3 m/s 
was used for udz (this was taken from measurements of dis
turbance wave velocity, Azzopardi (1986), these disturbance 
waves are the source of drops). The equations were integrated 
up to the time that the drop reaches the centerline. The pre
dictions give values which pass through the middle of the data 
except for the smallest drop sizes as shown in Fig. 3. The large 
quantity of small drops with lower velocities is probably caused 
by their susceptibility to the effect of turbulent eddies which 
can increase the rate of lateral dispersion of the drops, i.e., 
either toward or away from the wall, so that some arrive at 
the centerline earlier than might be expected from Newtonian 
calculations. Consequently, they will have lower axial veloc
ities. With larger drops, which are less susceptible to the effect 
of eddies, this effect is negligible. Predictions obtained assum
ing that the drops have a constant transverse velocity and 
ignoring the effect of turbulence on the drag law show sig
nificant under prediction at the larger sizes indicating that these 
effects are important. This appears to contradict the experi
mental finding of Andreussi and Azzopardi (1983) that drops 
travel with a constant traverse velocity. However, the drops 
observed in that case were >300 /un and calculations have 
shown that, though these larger drops do maintain an ap
proximately constant transverse velocity, smaller drops ex
perience a significant transverse retardation, as might be 
expected. Estimates indicate that, for the range of flow rates 
listed in Table 1, mean film thickness were in the range 0.1 to 
0.4 mm. 

Conclusions 
From the above it can be concluded that: 

(1) The phase doppler technique produces drop size distri
butions similar to those from a laser diffraction instrument. 
However, comparison is only possible if conversions have been 
made so that both are measuring under the same conditions 
of space time averaging. 

(2) Mean drop velocities were seen to be about 20 percent 
below the corresponding local values for the gas. The averaged 
drop velocity was approximately the same as the superficial 
gas velocity. A weak correlation has been found between the 
velocity and size of drops. Factors which affect this relationship 
have been identified. 

Acknowledgments 
The experimental work described in this paper was under

taken as part of the Underlying Research Programme of the 
UKAEA at their Harwell Laboratory. 

References 
Andreussi, P., Romano, G., and Zanelli, S., 1978,"Drop Size Distribution 

in Annular Mist Flow," 1st Int. Conf. on Liquid Automisation and Spray 
Systems, Tokyo. 

Andreussi, P., and Azzopardi, B. J., 1983, "Droplet Deposition and Inter
change in Annular Two-Phase Flow," International Journal of Multiphase Flow, 
Vol. 9, pp. 681-695. 

Azzopardi, B. J., 1985, "Drop Sizes in Annular Two-Phase Flow," Exper
iments in Fluids, Vol. 3, pp. 53-59. 

Azzopardi, B. J., 1986, 'Disturbance Wave Frequencies, Velocities and Spac
ing in Vertical Annular Two-Phase Flow," Nuclear Engineering and Design, 
Vol. 92, pp. 121-133. 

Azzopardi, B. J., and Teixeira, J. C. F., 1994, "Detailed Measurements of 
Vertical Annular Two-Phase Flow—Part II: Gas Core Turbulence," ASME 
JOURNAL OF FLUIDS ENGINEERING, published in this issue, pp. 796-800. 

Bossel, H. H., Miller, W. J., and Meier, G. E. A., 1972, "Noise-Cancelling 
Signal-Difference Method for Optical Velocity Measurements," Journal of Phys
ics E, Vol. 5, pp. 893-896. 

Brazier, K., Gillespie, R. F., Dalzell, W., and Livesley, D. M., 1988, "Bias 
Corrections to Size Distribution and Concentrations in Phase-Doppler Particle 
Measurement," AERE R13270, UKAEA. 

Livesley, D. M., 1988, "Strengths and Limitations of the Phase Doppler 
Technique for Simultaneous Measurements of Particle Velocity and Size," AERE 
R13113, UKAEA. 

Lopes, J. C. B., and Dukler, A. E., 1987, "Droplet Dynamics Vertical Annular 
Flow," American Institute of Chemical Engineers Journal, Vol. 33, pp. 1013-
1024. 

Negus, C. R., Bosley, R. B., Martin, S. R., and Wallace-Sims, G. R., 1989, 
"Use of the Phase-Difference Technique for Droplet Sizing in the Aerosol 
Range," 3rd Annual Conf. Aerosol Soc , Birmingham, March 20-22, Paper 
1.7, pp. 37-42. Also AEA Technology Report AEA-InTec-0043, Oct. 1990. 

Schadel, S. A., Leman, G. W., Binder, J. L., and Hanratty, T. J., 1990, 
"Rates of Atomisation and Deposition in Vertical Annular Flow," International 
Journal of Multiphase Flow, Vol. 16, pp. 363-374. 

Tayali.N. E., Bates, C. J., and Yeoman, M. L., 1990, "Drop Size and Velocity 
Measurements in Vertical Developing Annular Two-Phase Flow," 3rd Int. Conf. 
on Laser Anemometry Advances and Application, Swansea, U.K., 26-29 Sept. 

Teixeira, J. C. F., 1988, "Turbulence in Annular Two Phase Flow," PhD 
thesis, University of Birmingham, U.K. 

Teixeira, J. C. F., Azzopardi, B. J., and Bott, T. R., 1988, "The Effects of 
Inserts in Annular Two-Phase Flow," 2nd U.K. National Heat Transfer Con
ference, Glasgow. 

Journal of Fluids Engineering DECEMBER 1994, Vol. 116 / 795 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



B. J. Azzopardi 
Department of Chemical Engineering, 

University of Nottingham, 
Nottingham, NG7 2RD U.K. 

J. C. F. Teixeira 
Escola de Engenheria, 

Universidade do Minho, 
Braga, Portugal 

Detailed Measurements of Vertical 
Annular Two-Phase Flow—Part i l : 
Gas Core Turbulence 
Laser anemometry techniques have been employed to measure gas velocities in 
annular two-phase flow. Mean velocities and Reynold's stresses in the gas appear 
to be similar to those in corresponding rough pipes. However, turbulence intensities 
are higher than the values corresponding to flow over a wall with a roughness 
equivalent to the film interface. 

Introduction 
Current, physically based, models for annular-mist flow take 

into account not only the split of liquid between film and drops 
but also the constant interchange that occurs between them. 
One of the latest versions of such models, Hewitt and Govan 
(1990), gives good predictions of experimental data over wide 
ranges of parameters. Nevertheless, the models are still strongly 
dependent on empirical correlations for closure. Recently, 
Abolfadl and Wallis (1985) and Owen and Hewitt (1987) have 
suggested that knowledge of the turbulence might permit some 
of the empiricism to be removed. They propose that an effect 
of the presence of the drops is to suppress the level of turbulence 
in the gas core which would result in a modified log law for 
the velocity profile. 

An examination of the published literature reveals nothing 
has been published on turbulence in the gas core of annular 
flow. A small number of papers were found which report mean 
velocity profiles, Gill et al. (1964), Adorni et al. (1961), Sub-
botin et al. (1975), and Kirillov et al. (1978). 

There is some information from other types of two-phase 
pipe flow. A recent review by Hetsroni (1989) reveals that 
measurements have been made of the continuous phase tur
bulence in both gas-solid and liquid-solid flows. Maeda et al. 
(1980), Lee and Durst (1982), and Tsuji et al. (1982, 1984) 
have reported data for gas-solid flow while Zisselmar and 
Molerus (1979) investigated liquid-solid flows. From these it 
can be seen that turbulence intensities increase or decrease from 
the single-phase values. For smaller particles there is a suppres
sion of turbulence, though the degree of suppression diminishes 
with particle concentration. For larger particles the turbulence 
intensity is enhanced the increase being directly dependent on 
concentration. Gore and Crowe (1989) show that these effects 
can be quantified by consideration of the ratio between particle 
size and a characteristic length scale of the turbulence. Ratios 
below 0.1 result in suppression, higher values correspond to 
an increase in turbulence. However, it must be remembered 
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that these two-phase flows differ from annular flow in two 
fundamental aspects. First, there is no liquid film present. In 
annular flow this can act as a rough wall. The second difference 
relates to steady state. Though this is achieved in the fluid-
solid flows, in annular flow with its constant creation of drops 
from the film there can only be a dynamic steady state, i.e., 
there will always be freshly created drops present. 

This paper reports measurements on gas phase turbulence 
made in vertical annular flow. Measurements were first carried 
out with single-phase gas flow to check the measurement tech
nique/test section combination was working correctly. Related 
measurements on drop sizes and velocities are given in Part I, 
Azzopardi and Teixeira (1993). 

Experimental Arrangement 

Flow Rig. Measurements were made in a vertical test sec
tion of 0.032 m internal diameter. The rig is described in detail 
in Part I, Azzopardi and Teixeira (1994). 

Special test sections are required to allow for the entry of 
the light beams and for the exit of the scattered light without 
their being distorted by the curved tube wall and the highly 
disturbed film interface. Small tubes were inserted through the 
pipe wall and the liquid film (when present) with flat windows 
(25 mm diameter, 3 mm thick and flat to A/2) placed about 
75 mm from the inside pipe wall, Fig. 1(a). The diameters of 
the inlet and outlet tubes were 5 mm and 11 mm, respectively, 
while they both protruded 5 mm from the pipe wall. Though 
it might be expected that these tubes could disturb the flows 
and cause recirculation region to be formed, these are expected 
downstream of the tubes and not to affect the measurements. 
For the flow rates used, mean and maximum film thicknesses 
were estimated to lie in the ranges 0.1 to 0.4 and 0.5 to 2 mm, 
respectively. 

Figure 1(b) indicates the locations within the pipe cross 
section at which measurements were made. 

Visibility Technique. Velocity measurements in the gas core 
were obtained with a laser doppler technique using light scat
tered from 1 /tm polystyrene spheres inserted into the gas flow. 
This size had been chosen as calculations had shown that they 
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Fig. 1 (a) Schematic location ot positions at which measurement were 
made with LDA; (b) arrangement for optical access into the gas core 

would be good flow followers. Signals from these tracer par
ticles were discriminated from those arising from drops by use 
of the amplitude as well as the visibility (ratio of ac to dc 
components—which is size dependent) of the doppler bursts. 

The light from the blue (X = 488 nm) and green (X = 514.5 
nm) lines of a 50 mW cw Argon ion laser are selected by means 
of a color selective beam splitter and narrow band filters. The 
light is steered through different paths by mirrors before being 
brought to the same line by a beam splitter. In each one of 
these paths, the light is focussed (by a 160 mm focal length 
lens) on to a rotating grating. This has two functions: 

(i) to split each beam into several n order (0,1, . .) beams 
from which only the two first order beams are used; 

(H) when rotated, to shift the frequency of each first order 
beam. 

The gratings diffract the light at two perpendicular directions 
to obtain two components of velocity. The motor driving each 
grating has a separate controller to keep its speed constant 
throughout the experiments. 

The two first order beams from each line (separated from 
the others using a mask) are collimated by a 300 mm focal 
length lens which gives a beam expansion of about 2:1. This 
was carried out to reduce the size of the probe volume and so 
improve the size resolution of the system. Another 300 mm 

lens focusses the beams into the probe volume, the crossing 
angles were 5.1 deg for the green and 4.83 deg for the blue. 
Scattered light is collected at 6 deg off axis with a 9.5 deg 
collection angle by a 300 mm lens and focussed by a 250 mm 
lens onto a 250 \xm pinhole. This size ensures that only scattered 
light from the center of the probe volume is collected, thus 
improving the signal quality: light scattered from the outermost 
regions of the probe volume is rejected, and the chances of 
multiple occupancy of the probe volume is reduced. 

The blue and green scattered lights are separated by color 
selective beams splitters and narrow band filters and then col
lected by two photodetectors. The analogue signals are am
plified and, then, digitized by a Data Lab. DL1080, 2 channel, 
20 MHz transient recorder, before being transferred to a Digital 
PDP11 microcomputer, where the signals are processed. 

An important aspect of signal processing in two-phase flow 
is the discrimination of the tracer particles from the larger 
water drops. Using a suitable optical design and by correct 
selection of trigger levels, the amplitude and visibility of the 
doppler signal (Bates et al., 1981, Klaifas et al., 1987) were 
used to perform such discrimination. This combination is 
understood to be the most reliable and can distinguish between 
the tracer particles and larger drops passing through the edge 
of the probe volume. 

Accuracy. The accuracy of the metering methods for the 
inlet gas and liquid flow rates are discussed in Part I. The 
LDA technique for gas velocity measurements was checked in 
tests using a glass sphere mounted on a rotating glass disk. In 
addition, the data abstraction part of the instrumentation was 
checked using electronically generated signals. Both indicated 
that accuracies were better than 3 percent. The probe volume 
was positioned at different places in the test section by moving 
the illumination and light collection systems which were both 
mounted on the same support. This could be positioned within 
2.5 10"4 m, giving dimensional radial positions accurate to 
better than 1 percent. Where wall shear stress and hence friction 
factor are determined from the extrapolation of Reynold's 
stress data to the wall, the accuracy is ±29 percent due to the 
uncertainty in fitting a line through data points. 

Results 
For single-phase flow, simultaneous measurements of axial 

and either radial or circumferential velocities were made for 
Reynolds numbers in the range 57,000 to 142,100. In the case 
of annular flow, the same measurements were made for gas 
mass fluxes in the range 24.5 to 55.6 kg/m2s and liquid mass 
fluxes between 15.9 and 47.6 kg/m2s. An example of the dis-

- i l \I 
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G = 
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/ = 

n = 

R = 
r = 

S = 
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sity (m/s) 
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G --
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L --
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MAX = 

w -

= pressure gradient 
(N/m3) 

= void fraction ( - ) 
= wavelength of light 
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= dynamic viscosity 
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= density (kg/m3) 
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= gas 
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= liquid 
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Velocity (m/s) 
Fig. 2 Probability distribution function of the gas velocity, comparison 
with a Gaussian function 

tribution of axial velocities is shown in Fig. 2. This shows that 
the data is reasonably well described by a gaussian function. 
Tables 1 and 2 list the mean axial velocity as well as the three 
components of turbulence intensity and the axial/radial Reyn
olds stress (u'v'). The other component of Reynolds stress 
which could be determined (u ' w ' ) and the mean values of 
radial and circumferential velocities were found, within the 
experimental accuracy, to be zero. In all runs, the results re
ported were based on 400 realizations. 

Discussion 

Single Phase Gas Velocity and Turbulence. Data were ob
tained with gas flowing alone in order to prove the combination 
of the laser doppler technique, the test section and the purge 
flow used to keep the windows free of drops during two-phase 
flow runs. These experiments were carried out at the same 
purge flow as in the two-phase runs, the minimum value to 
keep the windows clean. 

The results obtained in the present experiments for single 
phase flow were very similar to published data, e.g., Laufer 
(1954), for both mean axial velocity and all three components 
of turbulence intensity. The data show the same radial trends 
as Laufer's data and when turbulence intensities were non-
dimensionalized with respect to the friction velocity, there was 
good agreement of absolute values. Wall shear stresses were 
deduced from linear extrapolation of Reynolds stresses to the 
wall. The resulting values were in reasonable agreement with 
those determined from pressure drop measurements and those 
calculated from the standard Blasius equation ( / = 0.079/ 
Re1/4). Values from all three approaches, in the form of friction 
factors, are shown in Fig. 3. 

The mean axial velocity profiles were found to fit an equation 
of the form 

u 
"MAX 

(1) 

where UMAX is the maximum velocity in the channel, y is the 
distance from the wall, and R is the pipe radius. Flow rates, 
obtained from integration of Eq. (1) with the correct uMAX and 
n, agreed with those determined from the orifice plate in the 
inlet line to within + 2 . 8 / - 0 . 8 percent. Figure 4 shows that 
values of l/n (Eq. (1)) and friction factors from the present 
data lie on the same line as the data of Nikuradse (1932) and 
Nunner (1956). 

The higher moments, skewness (S) and flatness or kurtosis 
(K), of the distribution of measured values were determined 

Table 1 

Re c 

— 

Gas velocity and turbulence data-

Ua 

m/s 

",+ 

m/s 

r/R 

— 
u u' 

m/s 

-single phase 

v' w' 

flow 

-u'v' 

mVs2 

57000 17.7 0.84 

78000 24.3 1.09 

99600 30.9 1.39 

120900 37.5 1.65 

142100 44.1 1.84 

0.00 
0.25 
0.50 
0.69 

0.00 
0.25 
0.50 
0.69 

0.00 
0.25 
0.50 
0.69 

0.00 
0.25 
0.50 
0.69 

0.00 
0.25 
0.50 
0.69 

20.74 
20.21 
18.80 
17.50 

28.28 
27.57 
25.98 
24.03 

36.09 
35.21 
33.10 
31.20 

43.67 
42.85 
40.50 
38.50 

51.53 
50.60 
48.40 
45.80 

0.98 
1.07 
1.48 
1.56 

1.05 
1.21 
1.60 
1.83 

1.40 
1.51 
1.99 
2.39 

1.58 
1.91 
2.21 
2.50 

1.61 
2.15 
2.64 
2.95 

0.85 
0.97 
0.95 
1.07 

0.94 
1.05 
1.25 
1.30 

1.12 
1.15 
1.45 
1.53 

1.29 
1.43 
1.54 
1.70 

1.51 
1.46 
1.79 
1.89 

0.85 
0.97 
0.86 
1.13 

0.94 
0.94 
1.26 
1.36 

1.12 
1.29 
1.55 
1.67 

1.29 
1.44 
1.71 
1.96 

1.51 
1.48 
1.86 
2.13 

0.00 
0.13 
0.37 
0.49 

0.00 
0.37 
0.52 
0.81 

0.00 
0.65 
0.92 
1.36 

0.00 
0.65 
1.44 
1.84 

0.00 
0.89 
1.63 
2.37 

+ Value from extrapolation of u' v' to interface 

Table 2 Gas velocity and turbulence data—two phase flow 
Gr, GL r/R 

kg/rrrs m/s mVs' 
24.5 15.9 0.86 

31.8 15.9 0.96 

31.8 31.7 2.92 

31.8 47.6 5.20 

43.7 15.9 1.43 

55.6 15.9 2.19 

0.00 
0.25 
0.50 

0.00 
0.25 
0.50 

0.00 
0.25 
0.50 

0.00 
0.25 
0.50 

0.00 
0.25 
0.50 

0.00 
0.25 
0.50 

17.7 
17.2 
15.3 

22.1 
21.7 
19.5 

22.4 
21.9 
19.6 

22.7 
22.0 
19.7 

29.8 
28.9 
26.4 

37.4 
36.0 
33.1 

1.69 
1.96 
2.59 

1.78 
2.09 
2.91 

2.30 
2.59 
3.18 

2.82 
3.00 
3.40 

1.99 
2.44 
3.30 

2.17 
2.51 
3.41 

1.30 
1.40 
1.80 

1.49 
1.63 
1.90 

1.87 
1.90 
2.14 

2.25 
2.15 
2.51 

1.63 
1.74 
1.90 

1.77 
1.85 
2.28 

1.30 
1.52 

1.49 
1.80 

1.87 
2.12 

2.25 
2.48 

1.63 
1.91 

1.77 

0.00 
0.39 
0.70 

0.00 
0.53 
1.03 

0.00 
0.68 
1.49 

0.00 
0.90 
1.64 

0.00 
1.03 
1.61 

0.00 
1.21 
2.04 
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Fig. 3 Comparison of friction factors obtained from pressure drop and 
extrapolation of Reynolds stress to the wall 

for u', v', vf', and u'v'. The calculated values of the fluc
tuating components of the velocity were found to vary between 
- 0 . 5 and 0.1 (S) and 2.8 and 3.3 (K). These values, close to 
those expected for a gaussian distribution (S = 0 and K = 3), 
confirm the random nature of the turbulent flow. Similar val-
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Fig. 5 Comparison between the measured Reynold's stress and that 
calculated from a force balance in the gas core 

ues are found in Batchelor (1951) and Wood and Antonia 
(1975). The joint probability distribution function for u'v' 
was shown by Antonia et al. (1973) to be a function of the 
correlation coefficient u'v'/(uv), when both u' and v' are 
normally distributed. In such a case, the skewness and kurtosis 
values would vary between 0 and -2.82 and 9 and 15, re
spectively. The present values of K range from 9 to 16.3. 

From the agreement between present data and that pub
lished, it was concluded that the combination of measurement 
technique, test section and gas purge employed in the present 
work gave accurate measurements for known conditions and 
that it could be used with confidence in the more novel ap
plication of annular two-phase flow. 

Annular Flow Gas Velocity and Turbulence. In the case 
of annular flow, mean velocity profiles could also be described 
by Eq. (1). Values of \/n were larger than the equivalent single-
phase data values. However, when plotted against friction 
factor (determined from extrapolation of Reynolds stress data 
to provide wall shear stresses) the values lie on the same line 
as data measured by Nikuradse (1932) and Nunner (1956) in 
rough walled pipes, Fig. 4. Flow rates, obtained from inte
gration of Eq. (1) with the correct constants, agreed with those 
determined from the orifice plate in the inlet line to within 
- 2 / - 6 . 7 percent. 

The shear stress in the gas core is related to the Reynolds 
stress through 

T= -p u v (2) 
A force balance on an element of fluid (assuming that the 

drops are uniformly distributed about the cross section) yields 

2\ dz -Pcg-g(PL-pc)(l-eg) (3) 

0.5 

A 
A 

Standard curve 

Gas Velocity (m/s) 

13.6 17.7 24.330,9 

• # A A 
_ i _ 

0.1 0.2 0.3 

r/R 
0.4 0.5 

Fig. 6 Effect of the gas velocity on turbulence intensities in annular 
flow (liquid mass flux = 15.9 kg/m2s) 

Table 3 Ratio of turbulence intensity to friction velocity (gas 
mass flux = 43.7 kg/m2s) 
Drop mass flux 

gas mass nux 
0 
3 
9.2 

16.3 

0 

0.8 
1.2 
1.39 
1.57 

Dimensionless radius (r/R) 

0.25 

1.0 
1.41 
1.56 
1.65 

0 5 

1.25 
1.98 
1.9 
1.82 

Combining Eqs. (2) and (3) and using pressure drop values 
from similar experiments allows values of Reynolds stress to 

be calculated. Figure 5 shows that these are in reasonable 
agreement with the measured values. 

Data from published literature indicate that, in both smooth 
and rough walled pipes, the radial profiles of turbulent inten
sities follow a standard curve when nondimensionalized with 
the correct friction velocity. The present data have been ana
lyzed in this way using values deduced from the two-phase 
pressure drop. Figure 6 shows that the results to lie 25-96 
percent above the values determined from the interfacial shear 
stress (standard value). The effect of drop concentration can 
be seen in the data listed in Table 3. 

Use of the two-phase friction velocity should have allowed 
for the effects of turbulence arising from the rough liquid film 
interface. Kada and Hanratty (1960) suggested that particles 
much smaller than the most energetic eddies will follow the 
eddy for part of its lifetime and take up energy. Thus turbulent 
energy of the eddy will be transformed to kinetic energy of 
the particle. The larger particles, because of higher values of 
Reynolds number, will tend to create turbulence (in their wake) 
near the scale of the most energetic eddies and so increase the 
turbulence intensity of the gas. Drop velocities reported in Part 
I of this paper (Azzopardi and Teixeira, 1994) have been found 
to be significantly less than the corresponding gas velocities 
(and hence than the velocities of the eddies). This implies that 
contact times are small and little energy can be transferred 
from eddy to drop in spite of the drops being much smaller 
than the most energetic eddies. However, the large differential 
velocity will result in drop Reynolds numbers at which vortex 
shedding from the drops (and hence additional turbulence) will 
occur. 

The change in the turbulence intensity of the gas ([value for 
two-phase flow minus the standard value]/standard value) is 
plotted against the ratio of drop size to characteristic turbu
lence length scale in Fig. 7 as suggested by Gore and Crowe 
(1989). The Sauter mean diameter was used as the characteristic 
drop size and the length scale was determined from the simple 
equation suggested by Hutchinson et al. (1971) - 0.2R. Length 
scales determined from the Reynolds stress and the gradient 
of the mean velocity profile gave similar results. In contrast 
to those data from gas-solid and liquid-solid flows, the present 
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Table 4 Effect of rate of entrainment on the increase in tur
bulence intensity over standard values 

% Change in 
turbulence 
intensity 

50 
36 
25 
74 
96 

Rate of entrainment 
per unit area of 
surface (kg/m2s) 

8.4 
8.6 

15.7 
49.3 
74.5 

data show that there was an increase in turbulence intensity 
above the standard value, even though the drop size/length 
scale ratio was below 0.1, probably for the reasons discussed 
above. 

An attempt to quantify the above concepts has been pro
duced by Theofanous and Sullivan (1982). They consider that 
in a dispersed flow, the shear on the wall and that on the 
dispersed phase (drops) should both be taken into account. 
They defined a new friction velocity which depended on the 
sum of the shear stresses on the wall and on drops. Turbulence 
intensities were then determined from the assumption that it 
is equal to the friction velocity. Turbulence intensities calcu
lated in this manner were reasonably close to the measured 
values. However, the assumptions on which the theory is based 
require further strengthening. 

Further support for the idea that the increase in turbulence 
intensity is due to newly created drops is seen in Table 4. The 
increase in turbulence intensity tends to increase with the rate 
of entrainment. Increasing in the amount of new drops in
creases the augmentation of turbulence. 

The higher order moments of the velocity distributions show 
features similar to those observed in single phase flow: the 
computed values of the skewness and kurtosis are in the same 
range as those discussed above single phase flow. 

Conclusions 
From the above it can be concluded that: 
(1) Measurements of turbulence in single-phase gas flow 

indicate that the LDA system employed in these tests gave 
reliable results. 

(2) Though mean velocity and Reynolds stress data for an
nular flow show good correspondence to that for equivalent 
rough pipes, Turbulence intensities (even when nondimen-
sionalized by the correct friction velocity) were higher than the 
values that would normally be found in a pipe with a wall 
roughness equivalent to that of the film interface. Vortex shed

ding from slow moving drops was suggested as the source of 
this extra turbulence. 
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Flow Patterns of Falling Liquid 
Film Observed Near an Obstacle 
The purpose of this study is to investigate the flow patterns of a falling liquid film 
as observed near an obstacle on a flow channel. In this report, a bend on the channel 
was chosen as the obstacle and the behavior of a ring-shaped swelling of the liquid 
film, which appears near the obstacle at a low flow rate, is considered. The Weber 
number at which the swelling shifts from upstream to downstream of the bend is 
theoretically estimated. The experimental results for the swelling behavior agree well 
with those of the above theory. Moreover, in order to investigate the characteristics 
of the stationary wave observed in the upstream side of the swelling, the wavelength 
and the damping rate of the amplitude were measured by the needle contact method 
and agree with theory. 

1 Introduction 
It is well known that the characteristics of falling liquid film 

flow are changed by an obstacle on the wall, which produces 
a remarkable effect on the performance of apparatus dealing 
with heat or mass transfer. In earlier reports, the authors 
investigated the effect of the obstacle on the flow characteristics 
(Fujita et al., 1984; Fujita et al., 1986). The flow patterns near 
the obstacle changed variously with the flow rate and could 
be classified into several typical patterns. 

When the flow rate is small, the film flow stagnates and a 
liquid swelling is observed above the obstacle. Just above the 
swelling, a stationary wave driven by liquid surface tension 
occurs (Katoh and Fujita, 1990). When the flow rate becomes 
sufficiently large, the liquid film separates from the wall at 
the obstacle and forms a free film flow. The authors discussed 
the condition for which the film flow separates from the wall, 
which is related to the problem of "dryout" (Katoh et al., 
1988). In this report, we study the film flow at low flow rate, 
for which the flow does not separate from the wall. First, the 
mechanism for the formation of the liquid swelling is inves
tigated both theoretically and experimentally. Next, the be
havior of the stationary wave observed above the swelling is 
studied. 

2 Experimental Method 

2.1 Outline of Experimental Apparatus. The experimen
tal apparatus is almost the same as that used by the authors 
in the preceding reports (Fujita et al., 1984; Fujita et al., 1986). 
The outline is shown in Fig. 1. The liquid flowing out from 
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October 16, 1992; revised manuscript received February 15, 1994. Associate 
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(a) Distributor (b) Test cylinder 
(c) Flow direction switching device 
(d) Stopwatch (e) Vessel for flow rate measurement 
(f) Lower lank (g) Pump (h) Upper tank (i) Filter 
(j) Regulating valve (k) Center 
(I) Device for adjusting distributor axis 
(m) Thermocouple (n) Needle probe (o) Height gauge 
(p) Probe fixing table (q) Support (r) Transformer 
(s) Heater 

Fig. 1 Experimental apparatus 
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Table 1 Properties of the test liquids 

Liquid 

Hater 

Ethanol(15X) 

Ethanol(30£) 

t -C 

25. 0+0.5 

20.0+0. 5 

20. 0+0.5 

p kg/m3 

993+1 

975+1 

954+1 

v X l l T V / s 

0.893+0.002 

1.872+0.002 

2. 796+0. 002 , 

a N/m 

0.0730+0. 0005 

0.0445+0.0005 

0. 0340+0.0005 

the slit-type distributor (a) flows down on the outer wall of 
the vertical cylinder (b) and a falling liquid film is formed. 
After the flow rate is measured, the liquid is collected in lower 
tank (?) and is then pumped up to upper tank (h), from where 
it flows into the distributor again. 

2.2 Test Channel and Liquid. In this experiment, a brass 
cylinder with a bend was used as a test channel as shown in 
Fig. 2. Although there may be many kinds of obstacles with 
various configurations in practical engineering apparatus, the 
bend with simple geometry was chosen as the obstacle to obtain 
a basic understanding of the flow physics and behavior near 
the obstacle. 

The liquid film flows out from (a) shown in Fig. 2 and 
down along the vertical wall. At (b), the film flow is influenced 
by the bend and various flow patterns appear as the flow rate 
changes. The bend angles </> as shown in Fig. 2 were changed 
from 45 deg to 90 deg with 15 deg intervals. 

To investigate the effect of the liquid properties, 3 kinds of 
test liquid were used; water and 15 and 30 percent water-ethanol 
solutions. The properties are shown in Table 1, in which p, v, 
and a indicate density, kinematic viscosity, and surface tension, 
respectively. 

2.3 Needle Contact Method. The configuration of the 
film surface was measured by the needle contact methodffujita 
et al., 1984). As shown in Fig. 1, the needle probe (n) was 
attached to height gage © through table © in order to 
measure the film thickness at various positions on the test 
cylinder (b). In this report, the film thickness at any position 
was defined as the average of 4 circumferential points of the 
test cylinder (90 deg interval). The uncertainty of the measured 
film thicknesses is about 2/100 mm (95 percent coverage). The 
error is mainly caused by the fact that the film flow is not 
completely axisymmetric near the bend and the thickness 
changes circumferentially. Even though the distributor axis is 
carefully adjusted, it is observed that the flow "leans" slightly 
at some circumferential locations. This is considered to be an 
inevitable characteristic of the film flow near the obstacle. 

3 Typical Flow Patterns Observed Near the Obstacle. 
Using the test channel described in Section 2.2, the flow 

patterns of the film flow near the obstacle were observed for 
various flow rates and test liquids. Three typical patterns were 
observed as shown in Fig. 3. From the experimental results 
obtained by the authors in earlier studies, almost the same 
flow patterns as Fig. 3 appeared for other obstacles with dif
ferent geometry, such as a protuberance and a step (Fujita et 
al., 1984; Fujita et al., 1986). Therefore, the classification into 

Fig. 2 Test channel 

Fig. 3 Typical flow patterns, (a) Liquid swelling and stationary wave; 
(b) state in which the swelling in (a) shifts from upstream to downstream 
of bend at larger flow rate than (a); (c) state in which liquid film separates 
from bend at larger flow rate than (b) 

3 patterns, as shown in Fig. 3, may be generally applicable for 
a wide range of obstacles. 

Figure 3(a) shows the flow pattern which appears at a low 
flow rate. Upstream of the bend, a ring-shaped swelling and 
a stationary wave driven by surface tension were observed. 
Increasing the flow rate from the case of Fig. 3(a), the sta
tionary wave disappears and the swelling shifts below the bend 
as shown in Fig. 2(b). Bubbles were observed to mix into the 
swelling. As the flow rate increases, the bubbles inside the 
swelling become larger and eventually merge with one another 
circumferentially. The flow then separates from the wall at the 
bend and forms the free film flow shown in Fig. 3(c). 

In the above flow patterns, the condition for which the flow 
pattern changes from Fig. 3(b) to Fig. 3(c) was previously 
discussed by the authors (Katoh et al., 1988). In the present 
study, we consider the behavior of the liquid swelling and the 
stationary wave as shown in Fig. 3(«). 

4 Behavior of Liquid Swelling Observed Near Obstacle 
It can be considered that the swelling shown in Figs. 3(a) 

Nomenclature 

U — average film velocity^ g = 
We = Weber number ( = pU2b/o) h(x) = 

a = wave number 
5 = film thickness M = 

m̂ax = thickness of liquid swelling Re = 
r; = damping rate of wave ampli- U(y) = 

tude 

gravitational acceleration 
configuration of stationary 
wave 
momentum of film flow 
Reynolds number (= Ub/v) 
velocity distribution of film 
flow 

X = wave length 
v = kinematic viscosity 
p = density 
<j = surface tension 
4> = angle of bend 

~9 = stream function 
— = nondimensional quantity 
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and 3(b) is formed by flow stagnation due to the resistance 
of the obstacle. It is important from an engineering viewpoint 
to understand the behavior of this swelling because the heat 
or mass transfer coefficient becomes small at the position where 
the swelling exists. Here, we consider the condition in which 
the swelling observed above the bend disappears and shifts 
below as shown in Figs. 3(a) and 3(b). 

4.1 Swelling Shape. Figure 4 shows the film surface pro
file near the bend measured by the needle contact method as 
stated in Section 2.1. Each plot in the figures indicates the film 
thickness 5 along on the wall. In the figures, We indicates the 
Weber number and is defined by the following expression; 

We = 
PU25 

(1) 

where U indicates the average film velocity. Figure 4 clearly 
shows that the swelling moves from the upstream side of the 
bend to the downstream side as the Weber number We increases 
from We = 0.5 to 1.0. When the swelling is formed upstream 
of the bend, the film surface is nearly parallel to the wall on 
the downstream side of the bend. 

4 mm-

6mm 

0 1 
J J 

0 =90° 
We = 0.493 

2 -

o 
o 
o 
o 
o 

o 
o o o o o o o o oo 

4.2 Theoretical Consideration of Swelling Formation. 
Figure 5 indicates the force balance acting on the control sur
face ABCD near the bend above which swelling exists. As 
shown in Figs. 4(«) and 4(c), the liquid film flows parallel to 
the wall at the cross sections AB and CD. Mx and M2 in the 
figure indicate the momentum of the film flow passing through 
AB and CD, respectively. The resultant surface tension <r acting 
on B and D has a component in the upward direction because 
the stream line .of the film flow changes its direction at the 
bend. Because of the resistance of this upward force, the flow 
stagnates and the swelling appears. When the momentum of 

Z, mr 

6 mm 

0 1 
_J I 

2 -
0 = 45° 

t/e = 0.499 

o 
o 
o 
o 
o 
o 
o 

Fig. 4(c) = 45 deg, We = 0.499 

Fig. 4(a) 0 = 90 deg, We = 0.493 

6 mm 

0 1 
4 mm—I 1 1 

0 =90° 
t/e=1.02 

o 
o 
o 
o 
o 
o 
o 
o 
o 
o 
o 

o o o 
o o o o o ° 

Fig. 4(6) 0 = 90 deg, We = 1.02 

0 =45° 

t/e=1.01 

j i 

o 
o 
o 
o 
o 

Fig. 4(d) 0 = 45 deg, We = 1.01 

Fig. 4 Swelling shape 
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Fig. 5 Force balance on the swelling 

the film flow is smaller than the upward resistance at a low 
flow rate, the swelling is formed and its downward gravita
tional force is added to satisfy the force balance. 

In the light of the above consideration, the swelling appears 
above the bend if the decrease of downward momentum at the 
bend (Mx - M2 cos <£) is smaller than the upward resistance of 
surface tension. Hence the condition that the swelling disap
pears and shifts below the bend can be written as follows; 

M 2 C O S $ - M I = ( T ( C O S 0 - 1 ) (2) 

The derivation of Eq. (2) did not consider the effects of 
gravitational and viscous forces acting on the film. This is 
because the gravitational force is balanced with the viscous 
force for laminar film flow on a smooth wall as indicated in 
Nusselt's theory (Nusselt, 1923). The swelling must be caused 
by other than the gravitational and viscous forces, which bal
ance each other in the equilibrium state. In the above discus
sion, we considered that the change in the direction of the 
surface tension and the momentum at the bend is the cause of 
the swelling. 

The horizontal component momentum Mi downstream of 
the bend can be obtained by the following expression. 

M2 sin (/> = a sin <t> (3) 

By inserting Eq. (3) into Eq. (2), we may write the condition 
in which the swelling shown in Fig. 5 disappears and shifts 
below the bend as follows; 

M\ = o (4) 

The momentum of the film flow on the upstream side of the 
bend M\ can be calculated using the velocity distribution U(y) 
as: 

M,= [ PU2dy (5) 

wherey indicates the distance from the wall. Since the swelling 
appears for laminar flow at a small flow rate, we can use the 
velocity distribution of Nusselt's theory as 

U(y)=f (28y-y2) 
2v (6) 
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Fig. 6 Weber number at which a shift of the swelling occurs 
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Fig. 7 The swelling film thickness above and below bend 

where g is the gravitational acceleration. Substituting Eq. (6) 
into Eq. (5), Mx can be obtained as: 

Mx = \.2pU2h (7) 

Substituting Eq. (7) into Eq. (4) and arranging the expression 
by use of the Weber number We, the condition of Eq. (2) can 
be rewritten as follows: 

We = 0.83 (8) 

It is noted that the swelling shifts below the bend can be 
determined only by We and they are independent of the bend 
angle and the liquid properties. 

4.3 Experimental Results. To confirm the validity of the 
above consideration, we measured the Weber number by visual 
inspection for conditions where the swelling shifts below the 
bend. The results are shown in Fig. 6. The measured values 
agree with theory for various bend angles and test liquids. 
However, the uncertainty of the data measured by gross ob
servations is about ±20 percent and is somewhat large as 
shown in Fig. 6. We therefore measured the maximum film 
thickness of swelling <5max above and below the bend by the 
needle contact method. Figure 7 shows an example of the 
measurement results, in which the inequality of <5max measured 
above and below the bend is reversed between We = 0.75 and 
We = 1,0. After the reversal occurs, the thickness 5max above 
the bend agrees with that calculated by Nusselt's theory. Hence 
the liquid surface on the upstream side of the bend is considered 
to be smooth. 

5 Behavior of Stationary Wave Appearing Above Ob
stacle 

When the swelling appears above the obstacle, a stationary 
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1.10 

AP 

Fig. 8 Flow system of the stationary wave 

-15.0 -10.0 -5.0 0 5.0 
x 

Fig. 9 Calculated configuration for the stationary wave 

wave can be observed on the film surface above the swelling 
as shown in Fig. 8. The origin indicated in Fig. 8 corresponds 
to the position of the obstacle. This stationary wave is due to 
the pressure increase inside the film produced by the obstacle 
and is driven by the liquid surface tension. The wave profile 
is stationary because the velocity of wave propagation in the 
upward direction is equal to that of the falling film flow. The 
authors previously analyzed this phenomena to study the mech
anism of wave attenuation by viscosity (Katoh and Fujita, 
1990). 

5.1 Theoretical Analysis of Stationary Wave Profile. As 
stated above, the disturbance given by the obstacle, namely, 
the sudden pressure increase, is the cause of the stationary 
wave. It can be shown that the magnitude and the distribution 
of the pressure increase influences only the amplitude and the 
phase of the wave motion and not the wave characteristics 
such as wave length or damping rate of wave amplitude (Katoh 
and Fujita, 1990). Therefore, for simplicity, the effect of the 
obstacle is replaced by a simple pressure increase, a step func
tion with magnitude AP at the obstacle as shown in Fig. 8. 
The effect of the distribution of the pressure increase on the 
wave characteristics will be investigated experimentally. 

We consider the flow system in which the small disturbance 
caused by the stationary wave is superimposed on the laminar 
film flow according to Nusselt's theory. The disturbance is 
assumed sufficiently small to be treated by the linear approx
imation. The stream function of the motion caused by the 

disturbance is expanded in Fourier series and the component 
for a wave number * a is indicated by the following expression: 

where a is the nondimensionalized wave number. Substituting 
the above equation into the Navier-Stokes equation, the fol
lowing differential equation can be obtained for \j)a(y): 
K" - I la2 + l.5iaRe(2y-f) }̂ J 

+ { -3/aRe + a4 + 1.5/'a3Re(23>-J2))^ = 0 (9) 
where ' indicates differentiation by y. Moreover, / is the im
aginary unit and Re indicates Reynolds number (Re= Ub/v). 
Equation (9) is nondimensionalized by the film thickness 5 and 
the average film velocity U. 

The boundary conditions of Eq. (9) are given as follows: 
3 = 0: ^a = 0 (10) 

3=1: ^ + a ^ „ = 0 

(11) 

(12) 

3=1: \l/a - (3a2 + 1.5/oReW„ + U„ = AP«Re 
1.5 W e ' ^ 

(13) 

The solution \pa(3) of Eqs. (9)-(13) was obtained numeri
cally by Adam's method with the aid of the superposition 
method for boundary problems of linear differential equations 
(Shinozaki, 1976). The profile of the stationary wave h (x) can 
be calculated from the kinetic condition at the liquid surface 
by use of ^„ as: 

h(x) = -+a(l)e""da (14) 

Figure 9 shows an example of the calculated wave profiles. 
3 = 1.0 of vertical axis in Fig. 9 corresponds to the mean film 
thickness obtained by Nusselt's theory. The stationary wave 
with constant wave length appears on the liquid surface in the 
region upstream of the obstacle of x=0. It is shown that the 
wave amplitude damps gradually by a constant rate due to 
viscous effects. 

5.2 Experimental Results. The wave length X and damp
ing rate rj of the stationary wave were measured for water and 
for a 30 percent ethanol solution by use of the needle contact 
method as stated in Section 2. ij indicates the damping rate of 
wave amplitude per wave length and can be defined by 

T]=1-A2/AI 

where A, and A2 are the amplitudes of the adjacent two waves, 
respectively. Figures 10 and 11 provide a comparison of meas
ured X and T) with the theory described in Section 5.1. The 
uncertainty of the measured ij values is large. This is due to 
the small amplitude of the stationary wave (about 0.1 mm). 

To investigate the effect of the magnitude and distribution 
of the pressure increase, the results measured for two kinds 
of obstacles (i.e., a bend of 0 = 90 deg and a 1.5 mm height 
rib with square cross section) are shown in Figs. 10(a) and 
11(a) for water. For a 30 percent ethanol solution, X and r/ 
could not be measured for the bend because of the too small 
amplitude of the stationary wave, and hence only the results 
for the rib are shown in Figs. 10(&) and 11(6). 

5.2.1 Wave Length. Figure 10 shows both experimental 
and theoretical results for the wave length X. As shown in the 
figure, X decreases as the Weber number We increases. As 
stated above, the propagation velocity of the stationary wave 
is equal to the film velocity. Since the propagation velocity 
becomes larger with increasing We, the energy of the wave 
motion also becomes larger. Generally, the smaller the wave 
length, the larger the wave energy. The above variation of X 
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Fig. 11 Damping rate ot the stationary wave amplitude 

with We results from the fact that small waves with large energy 
appear at high flow rates corresponding to large film velocity. 

The theoretical results agree with the experimental ones and 
describe well the tendency of measured values as shown in 
Figs. 10(a) and (b). 

5,2.2 Damping Rate of Wave Amplitude. Figure 11 shows 
both experimental and theoretical results of the damping rate 
of wave amplitude T\ for water and 30 percent ethanol solution. 
For water, i\ decreases monotonously with We within the range 
of this experiment. Since the Reynolds number Re increases 
with We for the system treated in this report, the viscous effect 
becomes relatively weak compared to the inertia force. As a 
result, 7/ decreases with increasing We as stated above. 

For a 30 percent ethanol solution, however, although TJ de
creases in the region of small We in the same manner as for 
water, ij has a tendency to increase in the region of We larger 
than a certain value. This result is closely related to the dif
ference in liquid properties between the water and the 30 per
cent ethanol solution; that is, the viscosity of ethanol solution 
is much larger than that of water and, conversely, the surface 
tension of ethanol solution is smaller than that of water (see 
Table 1). The behavior of i\ in the region of large We for 
ethanol solution may be expressed as follows. The viscous force 
decreases as We and Re increase. At the same time, however, 
the surface tension, which is the driving force of the wave 
motion, also clearly decreases as We increases, as seen from 
the definition of We. Since the relation WeocRe5/3 holds for 
the laminar film flow under study, the driving force of the 
wave motion decreases more rapidly than the viscous force. 
In the case of an ethanol solution with small surface tension 
and large viscosity, the driving force becomes extremely small 
at large We, and the viscous effect becomes relatively large. 

Hence the damping rate 17 increases in the range of large Weber 
numbers. 

For the water results shown in Figs. 10(a) and 11(a), X and 
17 were measured for two kinds of obstacles as stated above. 
As seen in the figures, the results are very similar. This means 
that the shape of the obstacle, that is, the magnitude and the 
distribution of the pressure increase imposed on the film flow, 
does not affect the characteristics of the stationary wave as 
would be expected from our preceding report (Katoh and Fu-
jita, 1990). 

Moreover, Fig. 11 shows that the measured and theoretical 
damping rate 17 agree, as did the wave lengths. These results 
verify the theory earlier proposed by Katoh and Fujita (1990). 

6 Conclusions 
To clarify the effect of an obstacle on falling liquid film 

flow, a bend was chosen as a representative obstacle due to 
its simple geometry. The behavior of the liquid swelling and 
the stationary wave appearing above the obstacle at a low flow 
rate was investigated both experimentally and theoretically. 
The principal results are summarized as follows. 

(1) The force balance on the swelling was utilized to derive 
the condition wherein the swelling shifts from the upside to 
the downside of the bend. This condition is dependent only 
on Weber number We and is independent of the liquid prop
erties and the bend angle. The Weber number at which the 
shift of the swelling occurs can be obtained as We = 0.83 by 
use of Nusselt's velocity distribution. 

(2) The behavior of the swelling was investigated by obser
vation and measurements of the swelling thickness. The results 
showed the validity of the theory as stated in (1). 

(3) The profile of the stationary wave appearing above the 
swelling was measu-ed by the needle contact method. The 
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measured wave length and damping rate agreed with the theory 
presented earlier by Katoh and Fujita (1990). 

(4) The wave length of the stationary wave X tended to 
decrease monotonically as We increases for both water and a 
30 percent ethanol solution. On the other hand, the damping 
rate rj decreases monotonically with We for water, whereas for 
an ethanol solution t) increases in the region of We larger than 
a certain value. This result indicated that the behavior of the 
damping rate is closely related to the ratio of the viscosity to 
the surface tension, which is the driving force of the wave 
motion. 
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Spin-Up From Rest of a Two-
Layer Liquid in a Cylinder 
A numerical and analytical study is made of spin-up from rest of a two-layer liquid 
in a rapidly rotating cylinder. The overall system Ekman number is small. The 
density of the top layer is smaller than that of the bottom layer {p,/p2<1.0), but 
the ratio of the individual layer kinematic viscosities is arbitrary {v1/v2<1.0 or 
v1/v2>1.0). The highlights of the analytical model, which is based on amended 
formulations of the Wedemeyer-Gerber-Homicz flow configurations, are briefly 
recapitulated. Comprehensive numerical solutions are secured to the time-dependent 
Navier-Stokes equations. The numerical solutions are validated by comparing the 
maximum interface displacements with the available experimental data as well as 
the analytical model predictions. Descriptions are made of the prominent charac
teristics of the interface shape for the two regimes of V]/v2<1.0 and vi/v2 > 1.0. 
Details of the azimuthal and meridional flow structures are illustrated by exploiting 
the numerical solutions. The computed meridional flows are compatible with the 
basic assumptions embedded in the development of the analytical model. Sequential 
plots of the radial profiles of azimuthal velocities are presented. These show that 
the global spin-up process is substantially accomplished over {Ey,,/2Q,~'), where En 
denotes the value of the smaller Ekman number of the two layers. The numerical 
study gives credence to the reliability and accuracy of the simplified analytical model. 

1 Introduction 
The transient motion of a viscous fluid, in response to an 

abrupt change in the rotation rate of the container, is given a 
general term "spin-up." The basic flow configuration of a 
homogeneous fluid, completely filled in a vertically-mounted 
axisymmetric cylinder, was treated in a classical treatise by 
Greenspan and Howard (1963). They dealt with the situations 
when the container rotation rate was altered by a small amount 
from fi, = fi-Afi to Q/=Q, Af i /0 /« l , therefore, linearized 
methods were applicable. For most practical systems, the over
all Ekman number is small, E ( = v/QH2) « 1, in which v is 
the fluid kinematic viscosity and Hthe characteristic dimension 
of the container. It was clearly demonstrated that the essential 
dynamic ingredients were the Ekman suction mechanism and 
the concomitant radially-inward meridional circulations in the 
interior core. Consequently, the major phase of transient mo
tions is substantially accomplished over the spin-up time scale 
0(E~ 1 /2n_ '). This physical picture has since been validated by 
several numerical and experimental investigations (see, e.g., 
Warn-Varnas et al., 1978). The essential elements of spin-up 
dynamics were succinctly outlined in a review paper by Benton 
and Clark (1974). 

The spin-up from an initial state of rest, i.e., Q, = 0, 0/=fl, 
constitutes a nonlinear problem. Wedemeyer (1964), building 
upon the ideas of Howard and Greenspan, put forward an 
elegant flow model, which captured the principal character-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
June 24, 1993; revised manuscript received April 25, 1994. Associate Technical 
Editor O. C. Jones. 

istics of the transient process. The role of the Ekman pumping 
remains to be qualitatively the same as for the linearized spin-
up. With several physically plausible assumptions, Wedemey-
er's model produces a simplified formulation for the axisym
metric interior core region. The qualitative correctness of this 
model has been verified by numerical as well as experimental 
results (see, e.g., Weidman, 1976; Kitchens, 1980; Hyun et al., 
1983). 

The above-referenced studies on spin-up, relating^to the 
Wedemeyer model, were concerned with the situations in which 
a homogeneous fluid completely filled the enclosed cylinder. 
A natural extension of the model is the transient flow config
uration of a two-layer liquid system in a closed cylinder. Spe
cifically, it is proposed here to explore the spin-up from rest 
of two layers of immiscible liquids. For gravitational stability, 
the density of the upper layer is lower than that of the lower 
layer. It is important to note that the kinematic viscosities of 
the two liquids may assume arbitrary values. It is emphasized 
here again that, for the flow configuration of present concern, 
the upper lid of the cylindrical container is a fully closed rigid 
wall. 

The transient dynamics of this problem are of relevance to 
technological applications, such as centrifugal separation of 
biological and chemical substances (Berman et al., 1978). As 
to the spin-up of a two-layer liquid, a generalized linear math
ematical formulation was developed by Pedlosky (1967), but 
it was limited to very small Froude numbers. For larger var
iations in Froude numbers, the deformation of interface was 
examined, both analytically and experimentally, by Berman et 
al. (1978). However, their interest was restricted to small de-
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viations from the state of a pre-existing rigid-body rotation. 
A theoretical analysis was made by Baker and Israeli (1981) 
for the spin-up from rest of a two-layer liquid. However, this 
model was directed strictly to the cases when the interface 
deformation from the horizontal plane was negligibly small. 

Recently, Lim et al. (1993) produced experimental meas
urements of the transient interface shape during spin-up from 
rest of a two-layer liquid. Parallel efforts were expended in 
Lim et al. to amend the original Wedemeyer model to describe 
the spin-up from rest of a two-layer liquid system. These were 
closely in line with the earlier endeavors of Goller and Ranov 
(1968) and Homicz and Gerber (1987), who constructed a mod
ified Wedemeyer model to tackle the spin-up of a liquid with 
a free surface. Of particular interest is the case when the kin
ematic viscosity of the upper layer (v{) is larger than that of 
the lower layer (v2). The upper layer reaches the final rigid-
body rotation faster than the lower layer. Therefore, at inter
mediate times, the pressure in the upper layer, due to the 
centrifugal forces, is lower in the central axis and higher in 
the peripheral region. Consequently, the originally-horizontal 
interface rises in the central region at early stages of spin-up. 
As the lower layer also attains the rigid-body rotation of the 
final state, the interface sinks down in the center in the later 
stages of spin-up. In the final state, the interface assumes the 
parabola shape, the lowest point being at the center, which is 
characteristic of a perfectly rigid-body rotation. These time-
dependent features were also revealed in the linearized analyses 
by Berman et al. (1978). 

With a view to toward complementing the preceding ana
lytical and experimental efforts, this paper presents the full-
dress numerical solutions to the governing equations. The nu
merical approaches will produce a wealth of data to disclose 
the details of both azimuthal and meridional flows. The nu
merical results will be illuminated for two cases, which are 
prototypical of the two qualitatively different flow regimes, 
i.e., v\/v2>l-0 and v\/v2<\.Q. The time evolutions of the 
interface, azimuthal and meridional flow structures are dis
played. These results provide descriptions of the major dy
namical elements that are involved in the transient process. 
Another aim here is to validate the predictions of the modified 
Wedemeyer-type analytical model by cross-checking its pre
dictions against the present numerical computational results. 
These exercises will place into proper perspective the capabil
ities of the analytical undertakings, which are essentially based 
on the classical Wedemeyer model. 

2 Mathematical Formulation 

Consider a vertically mounted right closed circular cylinder 
of radius R and height H. At the initial state, two homoge
neous, immiscible liquids of depth (H-h0) and h0 fill com
pletely the cylinder at rest, and the interface shape is horizontal 

Fig. 1 Schema of flow configuration 

at z = h0. For a gravitationally stable setup, the density of the 
lower (upper) layer is p2(p\), and p2>pi- The subscripts 1 and 
2 denote, respectively, the conditions in the upper and lower 
layers. However, the kinematic viscosities of the two layers {v\ 
and v2) may assume arbitrary values. These physical properties 
are taken to be constant. At the initial instant t = 0, the cylinder 
is abruptly set to rotate, about its vertical longitudinal z-axis, 
at rotation rate Q. The task is to describe the ensuing time-
dependent axisymmetric liquid motions inside the spinning 
cylinder. A schema of the flow configuration is shown in Fig. 
1. 

The fluid motions are governed by the full, time-dependent 
axisymmetric Navier-Stokes equations. These equations, writ
ten in cylindrical coordinates (r,8,z) with corresponding ve
locity components (u,v,w), are 

d(pu) 1 9 / , d , N v2 

- 7 — + - — (pra ) + — (fivm)-pr
at r dr oz r 

_ _dp i± (j M d_ 
dr r dr \ dzj dz 

d(pw) I d , d , 

du dw 

^Tz + Tr 
2\M 

dp id_ 
dz + r dr [^ dr 

r 

dw 

(1«) 

1 9 / du\ d ( dw\ 
+ -rd-rrTz)+7z{2»Tz)-p8 (1*> 

d(pv) 1 d d uv 
~TT + ~V (J>™v) + — (pwv) + p — 

dt r dr dz r 
1 d ( dv\ d dv\ v d 

-Jr\tirJr)+Jz{tirTz)-?Jr{rii) ( l c ) 

N o m e n c l a t u r e 

Ar = aspect ratio of the con
tainer 

E = the Ekman number 
(p/VR2) 

E„ = smaller Ekman number of 
the two layers 

Fy = the Froude number 
(Q2R2/gjH) 

H = dimensional height of the 
container 

h = dimensional height of the 
interface 

hc = dimensional height of the 
interface at the center 

R 

rd 

initial interface level 
reduced gravity 
dimensional radius of the 
container 
radial position where the 
interface has a local mini
mum level 

p = pressure 
/ = time 

t\ = instant when the interface 
at the center reaches the 
lowest level 

(u,v,w) = velocity components corre
sponding to (r,d,z) coordi
nates 

(r,6,z) = (radial, azimuthal, vertical) 
coordinates in the cylindri
cal system 

v = kinematic viscosity of fluid 
H = viscosity of fluid 
p = density of fluid 
fi = rotation rate of the con

tainer, rad/s 
\j/ = meridional stream function 

Subscript 
1 = index for the upper fluid 
2 = index for the lower fluid 
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1 3 , dw 
~ T~ (™) + — = 0 
r or oz 

(2) 

In the above, p denotes the pressure, /x the coefficient of 
viscosity. 

The governing equations are supplemented by the associated 
initial and boundary conditions. At the initial state of rest, the 
conditions are: 

at / < 0 , u = v=w = 0 

p = Pi, II = IJ.\ h0<z<H 

P=p2, fl-112 0<Z<h0 

The boundary conditions can be stated as 

u = w = 0, v = RQ at r = R; 

n d(v/f) dw 
u = 0,—-— = — = 0 at/• = /•,•; 

dr dr 

u = w = 0, v = rU at z = 0 and z = H. 

(3a) 

(3b) 

(3c) 

(4a) 

(46) 

(4c) 

In Eq. (4b), the boundary condition at the axis is applied 
at rh a small but non-zero value. This is necessary to avoid 
the singularity at the axis, and these steps have been customarily 
invoked (see e.g., Warn-Vanas et al., 1978). In passing, in the 
present formulation, the azimuthal flow are shown as observed 
by an external observer on an inertial coordinate system. This 
choice has been selected such that the initial field is motionless 
and the final state is a rigid-body rotation in the entire interior 
of the cylinder (e.g., Wedemeyer, 1964, Warn-Varnas et al., 
1978). 

The above system of equations is subject to numerical in
tegration. After having undergone extensive tests, a version of 
finite-difference numerical method was selected. An explicit 
scheme of first-order accuracy was chosen for the time deriv
atives, and second-order differencings were applied to the spa
tial derivative terms. For the convective terms, the power-law 
scheme of Patankar (1980) was adopted. In order to capture 
the deforming profile of the interface between the two liquids, 
the VOF method, as documented by Hirt et al. (1981), was 
utilized. The Poisson equation for pressure was solved by mak
ing use of the projection method, which was proposed by 
Chorin (1968). This has the advantage in dealing with the 
boundary conditions for the two-layer system. For most cal
culations, the mesh points were (50 x 100) in the (r-z) plane. 
Grid stretchings were implemented to cluster more grid points 
near the solid boundaries as well as near the interface region. 
Grid- and time increment-convergence tests were conducted 
for several exemplary computations, and the present mesh 
network and time interval were shown to produce adequate 
results. All the computations were executed on a CRAY-2S 
supercomputer. For typical runs, approximately one hour of 
CPU time was needed for one case of computation. 

3 Results and Discussion 
A total of twelve computational runs were performed. In 

line with the fundamental notions of the present study, the 
Froude numbers are 0(\) and the Ekman numbers are very. 
small. Accordingly, the effects of surface tension and fluid 
property variations were not included. The cylinder dimensions 
were R = 4.5cm, H= 20.42cm, thus H/R = 4.54. These were 
designed to facilitate direct comparisons with the experiments 
of Lim et al. (1993). In the ensuing discussions, the results of 
the following two exemplary runs, representing the two regimes 
of v\/v2< 1.0 and v\/v2> 1.0, will be scrutinized. 

Set 1: pi/p2 = 0.7465, vx/v2 = 0A, E ^ l . 3 3 

Set 2: Pl/p2 = 0.7465, i>l/v2 = 10.0, E, = 1.33 x 10 , 

E 2 = 1 . 3 3 x l 0 - 3 , h0/H=0.5, 

in which E, = Vi/QR2, E2 = v2/UR2. 
In order to check the sensitivity of the results to grid and 

time interval, comparison exercises were made by using two 
grids (30x60) and (80x150) in addition to the present 
(50 x 100) grid. The time increment was (At = 0.002). The con
vergence criterion was that the relative changes of variables 
were smaller than 1.0X 10~4. These tests showed that the var
iations in computed results were less than 1.0 percent. 

Before proceeding further, it is advantageous to recapitulate 
the highlights of the analytical developments. As remarked 
earlier, the fundamental Wedemeyer model for a completely-
filled homogeneous fluid in a cylinder has occupied the cen-
terstage for the study of spin-up from rest. Lim et al. (1993) 
extended this basic model to the spin-up flows of a two-layer 
liquid system. For flows of small Ekman numbers, the transient 
flow field is divided into an essentially inviscid interior core 
and the boundary layers on the solid boundary walls. In each 
layer of liquid, a simplified form of momentum equation is 
adopted: 

dV; 

dt 
+ Uj 

dr r 
-EjQR2 

dr2 
d 

+ Jr (5) 

where j = 1, 2 to indicate the upper and lower layer, respec
tively. 

A key element in the model developments is the postulation 
of a functional relationship linking the radial (u) and azimuthal 
(v) velocity components. Lim et al. took note of the meth
odologies of Homicz and Gerber (1987), which dealt with the 
spin-up from rest of a liquid with a free surface. The crux of 
these heuristic arguments, enriched with physical insights, is 
that the radial velocities in the interior core are made up of 
the contributions from the Ekman layers and from the defor
mation of the free surface. This is an admittedly crude ap
proximation; however, as stressed by Goller and Ranov (1968) 
as well as by Homicz and Gerber (1987), this is a necessary 
task in order to construct a workable model. It has been amply 
demonstrated that the predictions based on these analytical 
models capture the gross features of spin-up flows of a liquid 
with a free surface (see, e.g., Choi et al., 1989, 1991). In an 
analogous manner, Lim et al. (1993) postulated that, for spin-
up flows of a two-layer liquid, the radial velocities in the 
interior core are driven by the Ekman layer pumpings at the 
endwall disks and by the deformation of the interface. Com
bining these considerations, a functional relationship linking 
u and v is derived. With this step in place, Eq. (5) can now 
be numerically integrated to yield Vj(r,t) in each layer. The 
transient shape of the interface h(r,t) may be determined by 
considering a force balance (Goller and Ranov, 1968). 

dh 1_ 
dr~RQ2 

v2 F „ - ^ — F - i -
V\ 

(6) 

in which the Froude number Fj = (QR)2/gjH, gj=g(p2-P\)/ 
Pj,j = 1 , 2 for the upper and lower layer, respectively. Upon 
integration, Eq.(6) reduces to 

l>R .. 2 

h(r,t) = hc + 
1 

RQ2 

>R 2 (*K 

f 
(7) 

hc = H-
RW 

R 

F,l vfrdr + F2 
'o J o J* v2rdr 

xlO" : 1.33x10"', h0/H=0.5; 

The calculation procedures are straightforward. Once Vj(r,t) 
are determined, the meridional flow field in each layer can be 
computed, and the transient interface shape h(r,t) may be 
described by Eq. (7). 

In the first, verifications of the present numerical solutions 
are conducted by checking the numerical data against the meas-
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Fig. 2 Time history of the interface displacement at the axis, hc. The 
present numerical results are shown, by , the analytical model pre
dictions by o, and the laboratory measurements by • . E„ denotes the 
smaller Ekman number of the two layers. Maximum experimental un
certainty in the interface height is ±0.025. Conditions are (a) R = 4.5cm, 
H = 20.42cm, vM = 0.1, pM = 0.7465, E, = 1.33 x10 " 3 , E2, = 
1.33 x10~2 , hJH = 0.5; (b) R = 6.0cm, H = 22.40cm, PM = 30.0, p,lp2 

= 0.872, E, = 1.31 x 10~3, E2 = 4.35 x 10~5, h0IH = 0.5. 

urements as well as the analytical model predictions. For this 
purpose, the data for the interface displacement at the central 
axis hc are selected for specific comparisons. In the experiment, 
the interface change is the largest at the axis, and, therefore, 
it is relatively easy to monitor hc. In addition, the displacement 
of interface at the central axis is least distorted by the lens 
effect caused by the cylindrical shape of the container. 

Figure 2 illustrates the outcome of such comparisons. Figure 
2(a) typifies the behavior of transient interface deformation 
at the axis, hc, when the viscosity of the top layer is smaller 
than that of the bottom layer, vx/p2< 1. At small times, the 
bottom layer gains angular velocity faster than the top layer. 
Therefore, the pressure in the bottom layer in the central region 
is smaller than in the periphery. Consequently, the interface 
at the center dips to a low level. In the intermediate stage, the 
interface contour reaches the lowest level. However, as spin-
up of both layers progresses, the top layer also reaches the 
solid-body rotation at large times. The interface deformation 
at the center gradually approaches the steady-state value. In 
the final stage, both layers are in rigid-body rotation at rotation 
rate 0; at this state, the profile of the interface takes the well-
known equilibrium parabolic shape: 

H H 4gH 
2'i (8) 

Figure 2(a) clearly depicts this characteristic behavior of the 
evolution of hc. The three sets of data are shown to be mutually 
consistent. In particular, the experimental data and the present 
numerical solutions are in good agreement. 

In the opposite case of PX/V2>\, Fig. 2(b) also demonstrates 
fair agreement among the three sets of data. In this case, at 
small times, the top layer gains angular momentum faster than 
the bottom layer. This implies that the pressure at the center 
in the top layer, is smaller than near the periphery. The interface 
bulges upward in the central region in the early phase. In the 
intermediate stage, the bottom layer also gains angular veloc
ity, and the upward displacement of the central portion of the 
interface is retarded. Therefore, the upward bulging of the 
interface at the center hc reaches the highest point. After this 
instant, hc begins to recede. In the latter part of the process, 
both layers tend to rigid-body rotation, and the interface shape 
approaches the pertinent paraboloid, Eq. (8). The evolution 
of hc, as displayed in Fig. 2(b), is captured equally well by the 
experiment, analytical prediction and the numerical solutions. 
The comparisons in Fig. 2 are representative of several other 
verification exercises for the present numerical solutions. These 
cross-checks clearly establish the accuracy and reliability of 
the present numerical simulation model. The results of nu
merical computations will now be used to disclose the signif
icant details of flow, which have hitherto not been available 
by other means of investigation. 

The transient shape of the interface profile is depicted in 
Figs. 3 and 4. Fig. 3 is typical of the time-dependent interface 
contour for c1/c2< 1.0. As emphasized previously, the bottom 
layer spins up faster than the top layer. As a consequence, at 
small times, the interface sags downward in the central area 
and rises upward in the periphery. The interface deformation 
in the early phase is exhibited in Fig. 3(a). For the parameter 
set of Fig. 3, the downward displacement of interface at the 
center reaches the lowest level at approximately 0/i = 22.0. 
In the time period 0 < t < ty, the difference in angular velocities 
between the bottom and top layer is large. This situation can 
easily be seen in Eq. (6) as well. The faster spin-up of the 
bottom layer than the top layer makes (v2- vx) large, and the 
slope of the interface becomes steep. The interface profiles of 
Fig. 3(a) are illustrative of these situations. After this time 
instant, as the top layer gains more angular velocities as a 
result of spin-up, the difference in angular velocities between 
the two layers diminishes. Referring to Eq. (6), as the difference 
(v2-v{) is reduced, the slope of interface also decreases. Con
sequently, as shown in Fig. 3(b), the interface shape evolves 
slowly to the steady-state parabola of Eq. (8). The global 
adjustment of the interface takes place over the time span, 
which is scaled with E„~1/2Q_1,where E„ denotes the smaller 
value of the two Ekman numbers for the two layers. 

The evolution of interface profiles for v\/v2> 1.0 needs care
ful examination. As remarked earlier, at small times, the top 
layer is spun up faster than the bottom layer. Therefore, the 
interface rises (sinks) at the center (periphery). This early-time 
behavior is consistent with the numerical results shown in Fig. 
4(a). For the parameter set of Fig. 4, the interface deformation 
of this type continues to approximately fi?i = 18.0. Again, 
this time period corresponds to the situations when (vx - v2) is 
large. After tu as the bottom layer is also spun-up, the interface 
slope becomes less steep as (v^ — v2) decreases in magnitude. 
The interface profile approaches slowly the final-state parabola 
of Eq. (8). The overall time of adjustment is characterized by 
B„~1/2Q~l, and the numerical results of Fig. 4 are in accord 
with this observation. 

A closer inspection of the slopes of the interface, dh/dr, 
shown in Figs. 3 and 4, is revealing. For the profiles in Fig. 
3, dh/dr >0 in the whole flow field throughout the entire spin-
up process. This is characteristic of the situation when v\/ 
v2< 1.0. However, for the profiles in Fig. 4, the interface pro
files for v\/vi> 1.0 in the intermediate stages contain a mini-
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Fig. 3 Sequential plots of the interface profile for Set 1. Solid lines 
indicate the present numerical results, and dotted lines the analytical 
model predictions. 

mum point at a radial location close to the sidewall, say rd/R 
= 0.85. In the vicinity of this point rd, the interface contour 
reaches a local minimum. At radii larger than rd, the interface 
rises sharply until it hits the sidewall. This radial profile near 
the sidewall is characteristic of the flow patterns for v\h2 > 1.0. 
As described previously, in the intermediate stages, say 
10.0< Ut< 25.0 for the parameter set of Fig. 4, the fluids close 
to the sidewall have already been sufficiently spun-up in both 
layers. Therefore, at large radii very close to the sidewall, 
Vi = v2 = rQ, and, consequently, dh/dr>0 in this region [Eq. 
(6)]. However, at small and moderate radii, the difference in 
angular velocity between the two layers, V\ - v2, is still appre
ciable. The slope of the interface in these areas is, accordingly, 
dh/dr<0 [see Eq. (6)]. The radially-descending interface pro
file at moderate radii and the rapidly-ascending interface pro
file very close to the sidewall are joined at this point rd. As 
time elapses, the degree of spin-up in the two layers becomes 
equalized and, consequently, V\ — v2, becomes small. There
fore, the location of the point rd in the interface profile moves 
radially inward. Also, the magnitudes of the slopes in the 
vicinity of the point rd are reduced. At large times, as both 
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Fig. 4 Same as a in Fig. 3, except for Set 2. 

layers are substantially spun up, the profile tends to the steady-
state parabola of Eq. (8), and the point rd is located on the 
central axis. These characterizations of the transient interface 
profile are consistent with the basic physical reasoning ad
vanced earlier by Berman et al. (1978). It is also noteworthy 
that the qualitative aspects of the interface evolutions are por
trayed well by both the present numerical solutions and the 
predictions of the analytical model of Lim et al. 

Figures 5 and 6 exemplify the sequential plots of the i/'-field, 
where the streamfunction for meridional flow, \p, is defined 
such that u = r~l d\j//dz and w = - r~ [d<p/dr. It is noted that 
the details of transient meridional flows have not been pre
sented by laboratory observations. The magnitudes of me
ridional flows are very small, and thus the experimental meas
urements of u and w are difficult. Figure 5 is representative 
of the cases v1/v1<l.0. Notice that, at very small times, the 
meridional flows are concentrated near the top and bottom 
endwall disks and around the interface [see Fig. 5(a)]. At very 
small times, the no-slip and impermeability conditions imposed 
on the top and bottom endwall disks lead to formation of the 
Ekman layers. The Ekman flux produced near each endwall 
disk is closed by Stewartson layer at the sidewalls. This picture 
is qualitatively consistent with the well-documented spin-up 
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Fig. 5 Plots describing the meridional flow field for Set 1. Values of t 
are normalized by Ej'2 fifl3. (a) fir = 2.0,̂ min = - 0.415, ̂ max = 0.499, At 
= 0.115;(b)fi' = 6.0,̂ m,„ = - 0.567, ^max = 0.950,A^ = 0.151;(c)fif= 14.0, 
tml„ = -0.221, ^max = 0.659, At = 0.070; (d) Sit = 22.0, ̂ mi„ = -0.162, 
At = 0.041; (e)fif = 30.0, ̂ min = -0.111, ^max = 0.078, A^ = 0.031; (f) 
Sit = 50.0, ̂ m,n = -0.079, ^max = 0.010, At = 0.018; (g) Sit = 90.0, ^mln 
= -0.021, ifw, = 0.000, At = 0.005; (h) Sit = 120.0, ^mi„ = -0.008, 
tmn = 0.000, At = 0.003. 

Fig. 6 Plots describing the meridional flow field for Set 2. Values of t 
are normalized by Efflfl8. (a) Sit = 2.0, tmin = -0.499, ^max = 0.415, A^ 
= 0.114; (b) Sit = 6.0, tml„ = -0.726, ^max = 0.568, At = 0.130; (c) Sit 
= 14.0, ̂ mi„ = -0.443, ^max = 0.297, At = 0.092; (d) Sit = 18.0, tm* = 
-0.269, ^max = 0.242, At = 0.073; (e) Sit = 26.0, *„,,„ = -0.083, ̂ max 
= 0.238, At = 0.053; (/) Sit = 50.0, tfm,n = -0.002, ^max = 0.125, At = 
0.025; (g) fir = 90.0, tmi„ = 0.000, ^mlx = 0.042, A^ = 0.010; (h) Sit = 
120.0 ^m|„ = 0.000, (tmax = 0.020, At = 0.007. 

from rest of a single fluid. Some analytical endeavors were 
made to delineate the flow structure in these boundary layers 
as well as in the corner regions (e.g., Wedemeyer, 1974; Benton 
and Clark, 1974), which show rather complex features. Cer
tainly, the validity of model requires that the system Ekman 
number should be small. However, if Q is extremely large, flow 
instabilities and non-axisymmetry are expected to take place, 
which would render the present model inapplicable. In the 
present paper, the objective is to portray the gross character
istics of global axisymmetric flow features. Examination of 
detailed flow structures of time-dependent evolution of bound
ary layers is beyond the scope of the present paper; those efforts 
will be dealt with in a subsequent paper. At small times, the 
meridional flows in the bottom layer weaken since the fluid 
in this region has already been appreciably spun-up. However, 
due to large differences in azimuthal velocities across the in
terface, the meridional flows in the top layer, driven by the 
interface, intensify [see Fig. 5(c)]. Furthermore, the defor
mation of interface is notable, and these two effects give rise 
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Fig. 7 Radial profiles of the angular velocity for Set 1. Frame (a) portrays 
v/RSl in the upper layer (z/H = 0.75) and Frame (b) in the lower layer (z/ 
H = 0.25). The numerical results are shown by — , and the analytical 
predictions by Times for the curves are (a) Sit = 2.0,10.0, 30.0, 50.0, 
70.0, 200.0; and (b) Sit = 2.0, 6.0, 14.0, 22.0, 30.0. 

to vigorous meridional flows. In the intermediate stages, as 
the top layer also gains considerable angular velocities, the 
meridional flows in the top layer also subside. At large times, 
the meridional flows are vanishingly small, as both layers reach 
solid-body rotation. Notice the difference in the scales of \p 
used in the plots of Fig. 5. The overall pictures of both the 
azimuthal and meridional flows are in line with the global flow 
structure described earlier. 

Figure 6 illuminates the transient flow structures for the case 
of P I / P 2 > 1 - 0 . The initiation of the meridional flows at very 
early times near the two endwall disks and around the interface 
is discernible. The meridional flows grow to large values in 
the bottom layer at small times [see Fig. 6(b)]. The deformation 
of the interface and the associated meridional flow field are 
clearly demonstrated in Fig. 6. 

The present numerical results are corroborative of the basic 
assumptions incorporated in the amended Wedemeyer-Gerber-
Homicz analytical model. In particular, the results are in sup
port of the postulation that the M-velocity fields in the interior 
are contributed mostly by the radial flows driven in the Ekman 
layers and by the deformation of interface. 

In an effort to appraise the capability of the modified an
alytical model, quantitative assessments of the time-dependent 
azimuthal flows are made. Figure 7 shows the radial distri
butions of v-field for the case of Set 1 [vi/vi < 1.0]. Clearly, 
in the top (bottom) layer, spin-up is substantially accomplished 
over the time span Qt s 200.0 (0/ = 30.0). These are consistent 
with the basic notion that the major phases of the flow ad
justment are attained over the spin-up time scales in the re
spective layer, i.e., (2R/H)Ej/2 ttt~0(l). The above time spans 
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Fig. 8 Same as in Fig. 7, expect for Set 2. Times for the curves are (a) 
at = 2.0, 6.0, 14.0, 22.0, 30.0; (b) fit = 2.0, 10.0, 30.0, 50.0, 70.0, 200.0. 

may indeed be re-expressed as (2R/H)E\/2 fi^=3.215 [(2R/ 
H)E\/2 0^=1.525], which are in conformity with the above-
observations. In a similar manner, the results for Set 2 \vx/ 
V2> 1.0] are displayed in Fig. 8. These direct comparisons of 
Figs. 7 and 8 establish that the predictions of the analytical 
model are compatible with the present numerical results. 

4 Conclusion 
The present numerical model is shown to generate accurate 

and stable solutions for the transient flow fields. The numerical 
computational results are in accord with the available exper
imental data for the interface deflection at the center. Reliable 
numerical results are obtained for both cases of v\/vi< 1.0 and 
Vy/V2>\.Q. 

Details of the time-dependent structures of azimuthal and 
meridional flows are secured. The radially-inward propagating 
velocity shear fronts are discernible in both layers. The tran
sient meridional flow fields are supportive of the basic con
tentions of the modified analytical model. The meridional flows 
are concentrated to the Ekman layers on the endwall disks as 
well as to the vicinity of the interface. The global features of 

the two-layer spin-up flows are substantially accomplished over 
the spin-up time scale O{E~x/20,~l), where E„ denotes the 
smaller value of the Ekman numbers for the two layers. 

The time-evolving radial profiles of the azimuthal velocity 
fields are exhibited. For both situations of vl/v2<l.O and 
vi/i>2> 1-0, the modified Wedemeyer analytical model is seen 
to yield the results which are largely compatible with the nu
merical results. These verification exercises establish that the 
Gerber-Homicz-Wedemeyer model can indeed be amended 
successfully to tackle the salient flow characteristics of the 
spin-up from rest of a two-layer liquid system. 
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Computational Study of Disk 
Driwen Rotating Flow in a 
Cylindrical Enclosure 
The problem of steady laminar flow in a stationary cylinder driven by a rotating 
disk at the top was studied numerically. Three governing equations in cylindrical 
coordinates were solved by the spatially second-order and temporally first-order 
accurate ADI method. The flow was characterized by three bulk quantities, namely 
the torque coefficient and the primary and secondary volumetric flow rates. Cal
culation of the torque coefficient presented a difficulty because the velocity gradient 
is singular where the rotating disk and the stationary cylinder meet. This problem 
was overcome by specifying a gap between the disk and cylinder in the boundary 
conditions. The results obtained compared favourably with previous experimental 
results. The relevant parameters for the problem were the rotational Reynolds num
ber, the aspect ratio and the gap. The ranges investigated were as follows: Reynolds 
number from 1 to 10s; aspect ratio from 0.02 to 3; and gap size from 0.1 to 10 
percent of the cylinder radius. The results showed that the bulk quantities were 
dependent on the Reynolds number and the aspect ratio. The torque coefficient was 
also dependent on the gap, while the volumetric flow rates were only weakly de
pendent on the gap. For high aspect ratios, the bulk quantities approached constant 
values. 

Introduction 
Rotating fluid flow is important in many areas of engi

neering. The main features of confined rotating flow are a 
primary flow in the direction of rotation and a secondary flow 
perpendicular to the first (see Fig. 1). In this case, the torque 
required to rotate the disk and the volumetric flow rates are 
particularly important. 

Analytical calculations of the torque were done by von Kar-
man (see Schlichting, 1968), Schultz-Grunow (1935), and 
Schmieden (1928). Theodorsen and Regier (1944) give a review 
of this type of work. Daily and Nece (1960) used analytical 
and experimental methods to find the torque for low aspect 
ratios. 

Computational solutions of the torque present a unique 
problem: the velocity gradient is singular where the rotating 
disk meets the stationary sidewall, and this prevents calculation 
of the torque. Lugt and Abboud (1987) gave an asymptotic 
form for this singularity and pointed out that the torque results 
obtained by computational methods by Pao (1972) and Bertela 
and Gori (1982) are questionable. 

This work addressed the torque problem by specifying a gap 
between the rotating disk and the sidewall in the boundary 
conditions. The full laminar Navier-Stokes equations were 
solved using ADI (alternating-direction implicit) solvers. The 
three parameters which govern the flow and their ranges are 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
November 12, 1992; revised manuscript received February 24, 1994. Associate 
Technical Editor: O. Baysal. 

as follows: Re, the Reynolds number (1 to 10 ), 8, the aspect 
ratio (0.02 to 3.00), and b, the gap (0.001 to 0.10). From the 
results, the torque coefficient, Cm, and the primary and sec
ondary volumetric flow rates, Qp and Qs, were obtained, and 
the effects of varying the parameters were determined. Only 
laminar calculations were attempted because of time and re
source constraints. 

Governing Equations 
The geometry of the flow and coordinate system used are 

shown in Fig. 1. The governing equations of Lugt and Abboud 
(1987) were used. The flow is assumed axisymmetric (d/dd = 
0) and, therefore, can be described by three equations in cy
lindrical coordinates (r,d,z): the equations for the stream func
tion, \p, and the vorticity, f, define the secondary flow and a 
Navier-Stokes equation defines the primary flow, v (see Fig. 
1). For this type of flow, Lugt and Haussing (1973) showed 
that a fluid particle will spiral around the cylinder. 

In nondimensional form, the governing equations are 

dt~~ 
5 !?-

iffy aV 
r dr +dz2' 

•rt, (i) 

ar 3W) d(wn vdv_ 1 
dt dr dz r dz Re 

9^ 1 9f 1 ... 1 
dr2 r dr 

(2) 
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Fig. 1 Geometry and coordinate system 
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t,=ot'' r = i Z-ZH> 
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U~QRC' V~QRC' W~QRC' 

v QR2
CH' J OR, ' 

(3) 

where the superscript prime denotes dimensional variables. 
Note that v is discontinuous at r = 1 and z = 1. 

The boundary conditions are as follows: 

for 0 < r < l andz = 0, u-v= w=\p = 0; (4a) 
for r = 1 and 0 < z < l , u = v=w=\fr = 0; (4b) 

for 0 < r < l and z = l , u = w = \[/ = 0, v = r; (4c) 
for/• = 0 a n d 0 < z < l , u = v = \l/=£=0, dw/dr=0. (4d) 
For some cases, grid points were clustered near the bound

aries by transforming the (r,z) physical domain into the (£,?/) 

computational domain by using a stretching function given by 
Anderson et al. (1984). For £, the transformation is 

' yr+(2ar+\)r-2a~ 
yr-(2ar+l)r + 2ar) 

In 

£ = a r +(l-QV) • 

In 7/-+1 
7 , - 1 

(5) 

The parameters -ar and yr control the location and degree of 
grid refinement, respectively. If ar = 0, the grid is refined near 
r = 1 only; if ar = 0.5, it is refined near r = 0 and r = 1. 
The grid becomes uniform as yr— °°, while yr = 1 is a singular 
point which packs all the grid points onto the boundaries. For 
ij, an equivalent transformation was used. 

Numerical Procedure 
The governing equations were solved using an ADI method 

(see Roache, 1982). The second-order spatial differencing is 
central, and the first-order temporal differencing is time lin
earized. Programs were in FORTRAN using double precision 
on an IBM 4381 computer. The finite-difference equations and 
programs can be found in Lang (1992). 

The vorticity at a no-slip boundary was evaluated using a 
first-order form. For example, on the endwall 

2 ( ^ 2 - ^ , ) 
fi . i rAz2 - + 0(Az). (6) 

The subscripts denote the grid points in the r- and ^-directions 
and the superscript, the iteration step. Roache (1982) indicates 
that for stability this is the safest form to use. Lugt and Haus-
sling (1973) compared results from a first-order with a second-
order form and reported no difference. 

The convergence criterion used was that for all /, j and \j/"j 
* 0 

Vij-'Vij 

n <10~ 

To determine program accuracy, a grid refinement test was 
done using the uniform grids 121x121, 101x101, 81x81, 
41x41,and 21x21 with Re = 500 and 1000. Comparisons 
were made of \j/, f and v at r = z = 0.50 and r = z = 0.10, 
and of f at r = 0.50 and z = 1.00. These data were normalized 
using the values at the 121 x 121 grid. For the 101 x 101 to 
21x21 grids, the maximum deviations at Re = 500 were 1.01, 
1.01, 1.08, and 0.74, while at Re = 1000, they were 1.02, 1.06, 
1.36, and 2.77. The worst case, 2.77, was for f at r = z = 
0.10. To ensure that there were grid points both on the edge 
of the disk and within the gap, a much smaller grid spacing 
was used in most cases. Grids as high as 201 x 101 were used. 
It was, therefore, concluded that the results from the grid 
refinement test proved the accuracy of the solution method. 

In addition, comparisons were made with the flow visual-
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ization study of Escudier (1984) and the computat ional studies 
of Lugt and Abboud (1987) and Lopez (1990). The present 
work compared favorably with these. Details, including con
tour plots of \j/, can be found in Lang (1992). Finally, during 
program development, it was found that the solution converged 
to the same results from different initial conditions. 

Bulk Characteristics 

The flow was characterized by three bulk quantities: the 
primary volumetric flow rate, Qp, is the amount of fluid flow 
around the axis of symmetry; the secondary volumetric flow 
rate, (2,, is the amount of fluid flow in the /x-plane; the torque 
coefficient, C„„ is the torque required to rotate the disk. These 
are given by 

vdrdz, 

Qs = 2ir8rv, I zv.c. 

n 

udz, 

C, 
8TT ?*" dv 

<5Re J0 dz 
?dr 

(7) 

(8) 

(9) 

These were nondimensionalized using 

U ' OR3' 

dM' 

pQ2R5
c 

where Qp and Qs are the dimensional equivalents of Eqs. (7) 
and (8), and dM' is an element of moment . The factor 2 in 
the numerator is used because C,„ is usually defined for a disk 
submerged in a fluid; therefore, both sides provide drag. 

Discuss ion of Results 

Validation of the Torque Method. When C,„ is calculated 
using Eq. (9), a problem arises because the discontinuity of v 
at r = 1 and z = 1 makes dv/dz singular there. Since the 
singularity is at a corner point and there are no mixed deriv
atives in the equations of mot ion, the finite-difference equa
tions are not affected; therefore, previous computat ional 
studies which did not calculate the torque could ignore the 
problem. Clearly, a method is required to deal with the sin
gularity. P a o (1972) assumed a constant boundary layer on 
the disk near the tip. Specifically, he assumed that on the disk, 
the term (l/r)dv/dz was constant across the last grid spacing. 
He then calculated Cm for Re 1 to 400 using a 41 x 41 uniform 
grid with 8 = 1 . 

In this study, Pao ' s method was used to calculate the torque 
coefficient with 5 = 1 and Re = 1, 10, 100, 500 and 1000 
using the uniform grids 21 x 2 1 , 41 x 4 1 and 81 x 8 1 . For the 
4 1 x 4 1 grid, the results were the same as Pao ' s . Across the 
grids, however, there was a maximum deviation of about 50 
percent, which showed no sign of converging as the grid was 
refined; therefore, Pao ' s method is grid dependent. The reason 
is that as the grid is refined, the second last grid point gets 
closer to the wall causing the velocity gradient to increase. 

The singularity results from assuming that there is no gap 
between the rotating disk and the sidewall, but physically there 
must be a gap. For this work, the gap was included as part of 
the boundary conditions by dividing the top of the compu
tational domain into two parts : the section occupied by the 
rotating disk had the boundary conditions of Eq. (4c), while 
for the gap, two possibilities were considered. The first was 
to assume that the flow in the gap approximates cylindrical 
Couette flow (Schlichting, 1979); therefore, 

•v(r) = (1-bf 
1 - ( 1 b2)2 (10) 

The second was to assume symmetry which would be true if 
the rotating disk was suspended midway in the cylinder. The 
boundary conditions, are, respectively, 

for 1 -b<r< 1 and z- 1, u= w = \j/ = 0, v= vc, ( l l « ) 

for 1 - & < / • < 1 and z = l , w=\P = ^=du/dz = dv/dz = 0 

(l id) 

For simplicity, it was assumed that the thickness of the disk 
was zero. 

Using the same set of parameter as were used with Pao's 
method, boundary conditions (11) were used to calculate C,„. 
For Eqs. (11a) and (l ib), the maximum deviations across the 
grids were about 5 and 10 percent, respectively. The one ex
ception at Re = 1000 with a 21 x 21 grid was about 15 percent; 
this was because the results were less accurate there. In contrast 
to Pao's method, the results converged as the grid was refined. 
Therefore, it was concluded that both sets of boundary con
ditions gave consistent results and were not grid dependent. 
In addition, when the two methods were compared, the dif
ference was about 10 percent at low Re and 1.5 percent at high 
Re. Therefore, it was concluded that the essential requirement 
necessary to calculate Cm is to include the gap in the boundary 
conditions in some consisted manner. Because of constraints 
of time and computer resources, only Eq. ( l ie) was used; 
however, when results were compared to the work of other 
researchers, symmetry conditions were used when appropriate. 

Daily and Nece's (1960) experimental determination of the 
torque provided an opportunity to test the above method. They 
used 5 = 0.0127 to 0.217, Re = 103 to 107, and b = 0.00633. 
Up to Re = 105, they reported that the flow was laminar; this 
was confirmed by the present results. The flow remains laminar 
at such high Re because Re is based on 0, and since the primary 
flow is parallel to the rotation, the tendency is for a thin 
boundary layer to form on the disk where most of the rotational 
effect is confined. 

For laminar flow, they identified two regimes. In Regime I, 
the boundary layers on rotating disk and the endwall are 
merged, the velocity profile is linear and there is no secondary 
flow. Their correlation for Regime I is 

C = 
2TT(1 - by 

5Re 
(12) 

In Regime II, the boundary layers are separated by a core of 
fluid rotating at a constant angular velocity. Their correlation 
for Regime II is 

r 
3.706 1 / 1 0( l - f t ) 3 9 / 4° 

Re 1 / 2 (13) 

The factor (1 - b) occurs because Re is based on Rc, but the 
integral limit of Eq . (9) is R^. 

Figure 2 compares these correlations with the present results. 
The calculations were done using condition boundary (lib) 
on a 601 X 13 grid for 5 = 0.02 and on a 601 x 61 grid for 8 
= 0.10; b = 0.0063 and Re = 1 to 106. The stretching trans
formation given by Eq. (5) was used; otherwise, it would have 
been very difficult to place a grid point on the disk edge with 
b = 0.0063. 

For 8 = 0.02, excellent agreement was obtained between 
experimental and computat ional results with some deviation 
around Re = 20,000 and 100,000. At Re = 20,000, there is 
a transition from Regime I to II . Daily and Nece reported a 
smooth transition between regimes, and this accounts for the 
variation shown in the computat ional results. It is believed 
that the deviation around Re = 100,000 is due to a transition 
to a turbulent regime. 
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Fig. 2 Comparison of computational results with the experimental re
sults of Daily and Nece (1960), Eqs. (12) and (13), for j = 0.02 and 0.10 
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Fig. 4 Torque coefficient with S given in the legend and b = 0.025 
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Fig. 3 Torque coefficient for <5 = 0.02 
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Fig. 5 Comparison of Eqs. (12) and (13) with computational method for 
Re = 10 and 1000 with b = 0.025 

For 8 = 0.10, there was very good agreement with the ex
perimental results for Re > 1000, while for Re < 1000, there 
was a significant variation. The two lowest points in the figure 
are for Re = 500 and 750; however, the lowest Re for which 
Daily and Nece gave results was about 700, i.e., they gave no 
results in Regime I; therefore, it cannot be concluded that Eq. 
(12) is valid here. For Re = 100,000, which Daily and Nece 
reported as near a turbulent region, the solution did not con
verge. 

Torque Results. Computational solutions were obtained 
for different parameter combinations: 8 = 0.02 to 3.00, Re 
= 1 to 10,000, and b = 0.001 to 0.10. The maximum grid 
used was 201 X 101, and uniform grids were used in most cases. 
The following criteria were used to choose the grid size: keep 
the grid square as <5 changed, force a node point onto the edge 
of the disk, and place at least one grid point inside the gap. 
It was found by numerical experiments that the last criterion 
was necessary to obtain consistent results. Boundary conditions 
(11a) were used. Only the more important results will be pre
sented here, but a complete set of data is given by Lang (1992). 

Figure 3 gives C,„ for 8 = 0.02 and various b. For each b, 
Cm was determined for Re = 1,10,100, 500,1000, and 10,000, 
and the grids used varied from 501 x 11 to 801 X 17. Nonun
iform grids were used for b = 0.001; otherwise, it would have 
been necessary to use an even finer grid for such a low value 
of b. The Cm curves are straight and decrease as Re increases. 
As b decreases, Cm increases as a result of the edge effect: at 
the edge of the disk v = Rd, but at the sidewall v = 0; therefore, 
the velocity gradient, and with it Cm, increases as b decreases; 
therefore, Cm is nonlinear with respect to b. For example, at 
Re = 1, Cm = 206.8, 257.4, 287.0, 309.5, 334.5, 339.6 at b 

= 0.10, 0.05, 0.025, 0.01, 0.002, 0.001, respectively. Cm is 
almost linear from b = 0.01 to 0.025, but then increases more 
rapidly as b decreases. 

Figure 4 gives Cm for b = 0.025 and various 8. For 8 > 
0.02, the curves can be divided into three regions: two straight 
lines joined by a crossover region. The crossover region starts 
around Re = 750 for 8 = 0.10 and 100 for the rest. For 5 = 
0.10, this corresponds well with the experimental results of 
Daily and Nece (I960) shown in Fig. 2. For 8 = 0.02, there 
was no crossover region, but from Fig. 2, it can be seen that 
there should be one starting around R = 20,000. For 8 = 
3.00, Cm was calculated only for Re < 2500, since experimental 
work by Escudier (1984) showed that above about 5 = 1.75 
the flow becomes unstable for Re > 2500; specifically, an 
oscillating separation bubble forms on the axis of symmetry. 

Calculations were also done with b = 0.10 to 0.01 for each 
8 as in Fig. 3. It was found that Cm varied with b in a manner 
similar to Fig. 3. For the first region, the curves are parallel 
and well spaced; for example, at 8 = 0.25 and Re = 1, the 
difference between Cm at b = 0.10 and 0.01 is about 150 
percent. For region three, however, the difference has de
creased, so that at Re = 104 it is about 35 percent. 

Figure 5 shows the ranges of validity of Eqs. (12) and (13). 
For Eq. (12), the value of Re should place Cm in Regime I; 
however, the two curves quickly diverge and at 8 = 0.10 the 
difference is already about 20 percent. It is concluded that the 
linear velocity profile assumption is only valid for very small 
8. It should be noted, though, that Daily and Nece did not 
report experimental results for Re this low. For Eq. (13), 8 
starts at 0.10, the first value for which Regime II should hold. 
Agreement is extremely good for all values with a maximum 
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Fig. 6 Torque coefficient as a function of & with b = 0.025 
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Fig. 8 Secondary volumetric flow rates with 5 given in the legend and 
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Fig. 7 Primary volumetric flow rates with 6 given in the legend and b 
= 0.025 

deviation of about 20 percent at 5 = 3.0. Since Daily and Nece 
reported results only for 8 - 0.0127 to 0.0217, this agreement 
is remarkable. One point of caution should be made: they used 
b = 0.006 33, and as seen above, the effect of decreasing b 
is significant; therefore, it might be questionable if Eq. (13) 
would still hold for lower values of b. 

Figure 6 shows the effect of 5 on C,„. After an initial rapid 
drop, Cm becomes constant. 

Finally, a comparison was made with the often used Schultz-
Grunow correlation. Schultz-Grunow (1935) derived an ana
lytical formula for Cm by assuming that there are boundary 
layers on the disk and endwall and that the remaining fluid 
core rotates at a constant angular velocity. He ignored the 
effect of the sidewall (the edge effect) and obtained the cor
relation 

Cm=^(l-b)\ 
Re 

(14) 

For 8 = 0.50 and b = 0.025 at Re = 1, 10, 100, 500, 1000, 
5000, and 10,000, the ratios of Cm from the computational 
results to Cm from the Schultz-Grunow correlation are 17.0, 
5.37, 1.83, 1.30, 1.24, 1.27, and 1.31. For 8 = 0.10 and 3.00, 
the ratios at Re = 1000 were 1.07 and 1.38. Therefore, for 
Re > 1000, Eq. (14) gives very good results for small 8, and 
an acceptable first approximation for 5 > 0.10. At lower Re, 
the correlation is invalid. Equation (14) would not be applicable 
for very small 8, because the boundary layers would not be 
separated. 

Primary and Secondary Volumetric Flow Rates. The vol
umetric flow rates, Qp and Qs, are important for the design 

Fig. 9 Volumetric flow rates as a function of 5 with b = 0.025 

of mixing vessels and in understanding fluid flows in the en
vironment. There are few published values for these rates; 
Bertela and Gori (1982) published some, but only for coarse 
grids with a limited range of parameters. 

First the effect of b on Qp and Qs is considered. Qp and Qs 
were calculated for 8 = 0.25 with b = 0.10, 0.05, 0.025 and 
0.01. At Re = 1.0, the variation was about 5 percent for both 
Qp and Qs (Cm had a variation of 60 percent). Therefore, Qp 
and Qs are weakly dependent on b, and this was true for all 
5. The one exception was at 8 = 0.02 where the variation of 
Qs was about 15 percent at high Re and went to 90 percent at 
lower values. However, at lower Re, Qs is of order 10"8; there
fore, this variation is probably not significant. 

Figures 7 and 8 give the effect of varying 5 on Qp and Qs. 
For Qp, the variation with respect to Re is small for lower 8 
and moderate at higher ones. For example, at 8 = 0.25, the 
difference between minimum and maximum values of Qp is 
about 20 percent, while at 8 = 3.0, it is about 45 percent. For 
Qs, the variation is much larger. For example, at 8 = 0.25, 
the minimum is 1.3 x 10-4 and the maximum is 5.1 x 10~2. In 
addition, for 8 = 0.10, 0.025 and 0.50, Qs has a sharp max
imum which is associated with the minimum of Qs and the 
crossover region of Cm described previously. Also, Qp is greater 
than Qs except for 8 = 0.25 and 0.50 where Qs exceeds Qp at 
the maximum of Qs. The figures also show that as Qp decreases, 
Qs increases and vice versa. 

Figure 9 shows the effect of 8 on Qp and Qs. For lower 8, 
Qp increases and then reaches a constant value. All the curves 
cross over around 8 = 0.75, and above this point the higher 
Re, the higher Qp. For Qs, the rate of increase at small aspect 
ratios is much greater, and a constant value is achieved more 
quickly. For high 8, the lowest value of Qs is at Re = 1000, 
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followed by 100 and then 500, since Qs is maximum at Re = 
500. 

Conclusions 
It has been shown that previous computational determina

tions of Cm were inaccurate because the. singularity of the 
velocity gradient where the rotating disk meets the sidewall 
was not dealt with adequately. This problem was overcome by 
including a gap in the boundary conditions between the rotating 
disk and the sidewall. This,method was shown to be accurate 
based on the experimental results of Daily and Nece (1960). 
This method was simple and easy to apply. It was found that 
the most important feature in dealing with Cm was to treat the 
boundary conditions in a consistent fashion. G,„ was a function 
of Re, 5, and b. For high 5, however, it tended to a constant 
value. Extrapolating the empirical formula of Daily and Nece 
for Regime II, Eq. (13), beyond the 5 of their work gave very 
good results for high 8. This was not the case for Regime I, 
Eq. (12), which was only valid for 5 « 1. The Schultz-Grunow 
correlation, Eq. (14), was valid only for Re > 1000. The error 
in this range of Re varied from about 5 to 40 percent. 

Qp and Qs are functions of Re and 8. For higher aspect 
ratios, they tended to a constant. They are weak functions 
with respect to b. Qp is greater than Qs, except for a few points 
at low 5. As Re was varied, Qp and Qs varied in phase with 
each other: as one decreased, the other increased and vice versa. 
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Flow of Newtonian and Non-
Newtonian Fluids in a Concentric 
Annuius With Rotation of the inner 
Cylinder 
Mean velocity and the corresponding Reynolds shear stresses of Newtonian and 
non-Newtonian fluids have been measured in a fully developed concentric flow with 
a diameter ratio of 0.5 and at a inner cylinder rotational speed of 300 rpm. With 
the Newtonian fluid in laminar flow the effects of the inner shaft rotation were a 
uniform increase in the drag coefficient by about 28 percent, a flatter and less skewed 
axial mean velocity and a swirl profile with a narrow boundary close to the inner 
wall with a thickness of about 22 percent of the gap between the pipes. These effects 
reduced gradually with bulk flow Reynolds number so that, in the turbulent flow 
region with a Rossby number of 10, the drag coefficient and profiles of axial mean 
velocity with and without rotation were similar. The intensity of the turbulence 
quantities was enhanced by rotation particularly close to the inner wall at a Reynolds 
number of 9,000 and was similar to that of the nonrotating flow at the higher 
Reynolds number. 

The effects of the rotation with the 0.2 percent CMC solution were similar to 
those of the Newtonian fluids but smaller in magnitude since the Rossby number 
with the CMC solution is considerably higher for a similar Reynolds number. Com
parison between the results of the Newtonian and non-Newtonian fluids with rotation 
at a Reynolds number of 9000 showed similar features to those of nonrotating flows 
with an extension of non-turbulent flow, a drag reduction of up to 67 percent, and 
suppression of all fluctuation velocities compared with Newtonian values particularly 
the cross-flow components. The results also showed that the swirl velocity profiles 
of both fluids were the same at a similar Rossby number. 

1 Introduction 
Rotating flows in annular passages with rotation of the inner 

cylinder are important and have application in bearings, ro-
tating-tube heat exchangers, and drilling of oil wells where 
mud flows between the drill shaft and the well casing to remove 
cuttings and friction-generated heat. The drilling fluids usually 
have non-Newtonian properties and the rheological require
ments are that they should have low effective viscosity, con
sistent with transporting drilled cuttings back to surface, and 
high effective yield stress to keep solids in suspension during 
stationary periods. Thus the variation of viscometric viscosity 
and the velocity characteristics can be important. The present 
investigation is an extension of that of Nouri et al. (1993) and 
reports measurements of pressure and velocity of two New
tonian fluids and a non-Newtonian fluid in a concentric an
nuius, at Reynolds numbers up to those of fully turbulent flow 
and with rotation of the inner shaft. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
June 25, 1993; revised manuscript received February 10, 1994. Associate Tech
nical Editor: J. A. C. Humphrey. 

Previous investigations of nonrotating Newtonian flows in 
concentric annuli, and a few in eccentric annuli, include those 
of Brighton and Jones (1964), Quarmby (1967), Jonsson and 
Sparrow (1966), Smith et al. (1968), Lawn and Elliot (1971), 
Kacker (1973), and Rehme (1974) and a detailed survey has 
been given by Nouri et al. (1993). Previous experiments in 
rotating flow in circular ducts and annular passages are scarce. 
The early work of White (1964) in axially rotating pipe flow 
showed that the flow resistance was reduced by up to 40 percent 
at high Reynolds numbers and that rotation stabilized a laminar 
flow with delay in transition to turbulence to a higher Reynolds 
number (Cannon and Kays, 1969). In concentric annulii with 
diameter ratios larger than 0.85, the investigation of Yamada 
(1962) showed that the flow resistance in laminar flow increased 
sharply when the inner shaft was rotating and decreased with 
increase in axial bulk flow. 

Here the inner shaft was rotated at 300 rpm with rotational 
Reynolds numbers, defined as Rea = wRmS/v where w, Rjn, S 
and v are the inner shaft angular velocity, inner shaft radius, 
the gap between two cylinders and fluid viscosity respectively, 
of 398 and 1930 for the Newtonian fluids and, 317 and 507 
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Table 1 Newtonian flow properties 
(g) Aqueous solution of Glycerol 

Outer diameter (D0, mm) 
Inner diameter (£>,„, mm) 
Hydraulic diameter 

(D0-Dm, mm) 
Volume flow rate 

(xlO~3, m3/s) 
Inner shaft tip velocity 

(V„ m/s) 
Bulk velocity (Ub, m/s) 
Bulk Reynolds number (Re, 
xlO3) 
Reynolds number of 

rotation (Re,,, x 103) 
Rossby number (Ros) 
Swirl number (SN) 

Glycerol temperature (°C) 
Density of the glycerol (p, kg/m ) 
Kinematic viscosity of the 

glycerol (v, X 10~6 m2/s) 
Refractive index of the 

glycerol at X = 589.6 nm 

/V=0.0rpm 

40.3 
20.0 
20.3 

0.351 

0.0 

0.366 
0.95 

0.0 

0.0 
0.0 

N=300rpm 

40.3 
20.0 
20.3 

0.351 

0.314 

0.366 
0.95 

0.4 

2.38 
0.33 

25.0 ±0.02 
1134.0 
7.89 

1.41 

(b) Mixture of 31.8 percent tetraline in turpentine 

Volume flow rate 
(xl0-3 ,m3 /s) 

Inner shaft tip velocity 
(K„ m/s) 

Bulk velocity (Ub, m/s) 
Bulk Reynolds number 

(Re, xlO3) 
Reynolds number of 

rotation (Re„, x 103) 
Rossby number (Ros) 
Swirl number (S„) 

/V=0.0rpm 
2.06 0.69 

0.0 

0.72 
9.0 

0.0 

0.0 
0.0 

/V=300rpm 
2.06 

0.0 

2.14 
26.6 

0.0 

0.0 
0.0 

0.69 

0.314 

0.72 
9.0 

1.93 

4.5 
0.16 

0.314 

2.14 
26.6 

1.93 

13.9 
0.03 

Mixture temperature (°C) 
Density of the mixture 

(p, kg/m3) 
Kinematic viscosity of the mixture 

(v, x 10"6 m2/s) 
Refractive index of the mixture 

at X = 589.6 nm 

25.0±0.02 
896.0 

1.63 

1.489 

Sdenoid valve 

r 

-hzU 
Concentric, e=0.0 

(b) Test section and co-ordinate system 

(a) Flow circuit (c) Spider for 40/20 concentric geometry 

Fig. 1 Flow configuration and the coordinate system 

A useful nondimensional parameter to characterize the ro
tating flows is the ratio of the rotational Reynolds number to 
that of bulk-flow Reynolds number as 

Rns — 
2Ub 

uRin 
(1) 

which represents the ratio of Coriolis to inertial forces and is 
referred to as the Rossby number with values listed in Table 
1 for Newtonian and non-Newtonian fluids at different bulk 
Reynolds numbers. 

The flow configuration and instrumentation are described 
briefly in the following section and the results presented and 
discussed in the third section. The paper ends with a summary 
of the more important findings. 

for the non-Newtonian fluid. The bulk-flow Reynolds num
bers, based on bulk-flow velocity, Ub, hydraulic diameter, dh, 
and fluid viscosity, for the Newtonian fluids were 950, 9000, 
and 26,600 and for the 0.2 percent aqueous solution of CMC 
1,220, and 9,000. 

2 Flow Configuration and Instrumentation 

The flow arrangement is identical to that of Nouri et al. 
(1993) and is shown on Fig. 1 with the details of the test section 
and coordinate system in Fig. 1(b). A centrifugal pump deliv
ered the working fluid from a supply tank to a chamber where, 

cf 
dh 
dr 

An 
A 

r 
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r2 

N 

Rm 
R0 
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Rew 
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SN 
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= rotational Reynolds 
number, uRinS/v 
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ner and outer wall 

= swirl number 
= r.m.s. velocity fluctua
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rections 

= inner wall shear veloc
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= outer wall shear veloc
ity, V(T0/p) 

= mean velocity compo
nents in z, r and 0 di
rections 

= bulk velocity 
= uT.m/U or uTQ/U 

V, 
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z 

dP 
dz 

J 
X 
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V 

e 
p 
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TO 
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= inner cylinder tip veloc
ity 

= nuT0/v or r2urJv 
= axial coordinate 

= axial wall pressure drop 

= shear rate 
= laser light wave length 
= viscosity at the wall for 

polymer solution 
= fluid kinematic viscosity 
= angular coordinate 
= fluid density 
= shear stress 
= inner wall shear stress 
= outer wall shear stress 
= inner cylinder angular 

velocity 
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Table 2 Non-Newtonian flow properties and properties of 
0.2 percent aqueous solution of CMC 

Volume flow rate 
( x l O - 3 , m3/s) 

Inner shaft tip velocity 
(V„ m/s) 

Bulk velocity 
(U„, m/s) 

Viscosity at wall 
(u,., x 10 3 kg/m.s) 

Effective Reynolds number ' 
(Re, xlO3) 

Reynolds number of rotation 
(Re,,, xlO3) 

Rossby number (Ros) 
Swirl number (SN) 

CMC temperature (°C) 
Density of the CMC 

(P, kg/m3) 
Refractive index of CMC 

at X = 589.6 nm 

N=0.0 

0.59 

0.0 

0.616 

10.3 

1.22 

0.0 

0.0 
0.0 

rpm 

2.67 

0.0 

2.78 

6.3 

9.0 

0.0 

0.0 
0.0 

N= 

0.59 

0.314 

0.616 

9.8 

1.25 

0.32 

4.0 
0.14 

300 rpm 

2.65 

0.314 

2.76 

6.19 

9.0 

0.51 

17.5 
0.024 

25.0±0.02 
1000.0 

1.33 

after passing through a section of honeycomb and contraction, 
it flowed into the annular passage with an outer brass pipe of 
nominal inside diameter, D0, of 40.3 mm and 2.0 m long and 
an inner stainless steel rod of 20 mm diameter, Dm. The bulk 
flow was measured by a calibrated orifice plate with precision 
better than 3 percent for Newtonian flow, and with 0.2 percent 
CMC the orifice plate underestimated the values of bulk ve
locities by 16 percent when compared with those obtained from 
integration of mean velocity profiles and this was corrected 
accordingly. The bulk mass flow rate was constant with ro
tation up to 350 rpm within measuring uncertainties. 

Two Newtonian fluids were selected so as to allow the use 
of laser-Doppler velocimetry, without limitations imposed by 
refraction, and to be able to measure in the laminar flow region. 
For the former purpose, a mixture of 31.8 percent tetraline in 
turpentine was selected and maintained at a constant temper
ature of 25 ±0.02°C. Further details on the use of refractive-
index-matching techniques have been provided by Nouri et al. 
(1988). The second fluid, an aqueous solution of Glycerol, was 
selected to obtain pressure and velocity measurements in lam
inar flow. 

The non-Newtonian fluid was a 0.2 percent aqueous solution 
of sodium carbomethyl cellulose (CMC, a weakly elastic shear-
thinning polymer), the same as that used by Nouri et al. (1993), 
and its viscometric properties are known from Pinho and White-
law (1990, 1991) to be stable. The viscometric power law re
lating shear stress r to shear rate 7 

= 0.04 7° (2) 

is appropriate in the range of shear rates from 140 to 12,000 
s"1. 

The test section was machined from a rectangular block of 
plexiglass with an arrangement identical to that of Nouri et 
al. (1993). In the case of rotation a four-leg support was fixed 
half way between the inlet pipe and the test section, 30D0 
upstream of the test section, with legs of 1.5mm diameter. 
With this arrangement, measurements could be performed up 
to 350 rpm with inner shaft oscillation amplitude measured to 
be less than ± 0.1mm; this measurement used the waist of a 
single laser beam in grazing incidence on the shaft surface to 
monitor its movement. To insure fully developed flow in the 
measuring section, the length of the straight pipe upstream of 
the test section was 2.32m, corresponding to 116 hydraulic 
diameters or 58 outer-pipe diameters, with a uniform step at 
the inlet in order to produce an artificially thickened boundary 
layer. The inner shaft was driven by a d.c. motor via a bevel 
gear box located down stream of the test section as shown in 
Fig. 1(a), and the rotational speed was measured using an 
optical shaft encoder which provided a train of 2000 pulses 

Table 3 Characteristics of optical arrangement 

Focal length of the focusing lens (mm) 300.0 
Half angle of the beam interaction (degrees) • 5.98 
Fringe spacing (/im) 3.04 
Number of fringes without frequency shift 20 
Diameter of the control volume at 1/e2 intensity in air (̂ m) 61.0 
Length of the control volume at 1/e2 intensity in air (̂ m) 580.0 
Maximum frequency shift (MHz) ±3.0 
Frequency to velocity conversion (ms~'/MHz) 3.04 

per revolution. The maximum variation in the shaft rotational 
speed did not exceed ±0.5 percent of the shaft periphery ve
locity. The temperature of the liquids was controlled to 
25.0±0.02°C so that, in the case of mixture flow, its refractive 
index was 1.489 and identical to that of the plexiglass material 
used to form the test section. The bulk flow conditions and 
properties of the Newtonian and non-Newtonian fluids are 
given in Tables 1 and 2. 

The effective viscosities listed in Table 2 and used in the 
calculation of effective Reynolds number were obtained by 
determining the average wall shear stress from pressure meas
urements and then dividing by the shear rate determined from 
the power law relationship for 0.2 percent CMC (Eq. (2)). 
Similar Theological measurements to those of Pinho and 
Whitelaw (1990) were carried out with 0.2 percent CMC so
lutions and the viscosity results were all within 5 percent. These 
results also confirmed that the 0.2 percent CMC degraded by 
less than 10 percent after six hours of operation. 

Static pressures were measured with holes of 0.5mm diameter 
distributed longitudinally and circumferentially in the outer 
diameter. The static pressures were read from a calibrated 
manometer bank with ± 1 mm resolution. The specific gravity 
of the manometer fluid was 1.88 giving a height range of 20-
400mm. The maximum uncertainties at the lower range for 
the Newtonian turbulent flow and polymer solution were of 
the order of ±5 and ±2.5 percent, respectively. 

The swirl numbers of Tables 1 and 2 were calculated as a 
ratio of the axial flux of the angular momentum to that of 
axial momentum (Beer and Chigier, 1972); the axial and an
gular momentum were obtained by integrating the mean axial 
and tangential velocity profiles. 

The laser-Doppler velocimeter was identical to that described 
by Nouri and Whitelaw (1991) and comprised a 5 mW helium-
neon laser, diffraction-grating unit to divide the light beam 
and provide frequency shift, a focusing lens to form the control 
volume in the test section, a lens located on the axis to collect 
forward-scattered light, a pin hole and a photomultiplier. The 
principal characteristics of the optics system are given in Table 
3. The signal from the photomultiplier was processed by a 
frequency counter interfaced to a microprocessor and led to 
ensemble-averaged values of mean and rms velocities. The 
Reynolds shear stresses were obtained from rms velocity meas
urements in planes at ±45 degrees of the main flow as sug
gested by Melling and Whitelaw (1976), A detailed discussion 
on the uncertainties associated with the velocity measurements 
and their correction is given by Nouri et al. (1993) and is not 
repeated here. In brief, the maximum uncertainties in mean 
and rms values with nonmatched fluids (i.e., glycerol and 0.2 
percent CMC) were 2.5 and 5 percent, respectively, after ap
plying the corrections for velocity gradient broadening. With 
the refractive index matched fluid, no correction was neces
sarily for velocity gradient broadening, since the smaller di
ameter of the control volume was aligned along the plane of 
the velocity gradient, and the corresponding maximum un
certainties were lower than those with the non-matched fluids. 

3 Results and Discussion 
The results are presented in two subsections dealing with 
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Fig. 2 Rotating and nonrotating axial mean velocity profiles of the 
Newtonian fluid flow: (a) Re = 950; (b) - 9,000 

Fig. 3 Tangential mean velocity profiles of the Newtonian fluid flow 
with an inner shaft rotational speed of 300 rpm: (a) normalized with bulk 
velocity; (b) normalized with tip velocity 

Newtonian and non-Newtonian rotating flows respectively. All 
velocity results have been normalised with bulk velocities, Ub, 
with the tangential component normalized with the inner shaft 
tip velocity, V,, or Ub and the distances are normalized with 
the gap between the outer and inner walls. S, which was 
10.15mm. 

3.1 Rotating Flow With Newtonian Fluid. Preliminary 
measurements of mean velocity profiles of the nonrotating 
flows on four quadrants and at locations separated by a dis
tance of 5 hydraulic diameters confirmed symmetry within 0.01 
Ub and led to integrated bulk velocities within 1 percent of 
each other. Similar confirmation was obtained with the ro
tating flows but with slightly higher uncertainties of 0.015 Ub 
and 2 percent. 

Figure 2 presents the results of rotating and nonrotating 
flows at bulk Reynolds numbers of 950, 9000, and 26,600 with 
corresponding Rossby numbers of 2.38, 4.5, and 13.9 and at 
the lowest Reynolds number, Fig. 2(a), the rotation makes the 
profile of the axial velocity flatter and less skewed with a 
maximum velocity of 1.3 Ub, which is 13.5 percent less than 
that without rotation and with a steeper velocity gradient close 
to the inner and outer walls. This difference in maximum 
velocity reduces with Reynolds number so that it is 5 percent 
at a Reynolds number of 9000 and is zero at 26,600 suggesting 
a value above which rotation ceases to affect the mean flow. 
The results also show that the mass flow rates, obtained by 
integrating the velocity profiles of the rotating and non-ro
tating flows at all three Reynolds numbers, were within 1.5 
percent of each other and similar to those obtained from the 
orifice plate. 

The swirl velocity profiles of Fig. 3 decrease rapidly from 
the inner wall and form a thin boundary layer and with more 
gradual decrease toward the outer wall. The penetration of the 
swirling flow into the bulk flow is reduced with increase in 
axial flow so that the thicknesses of the inner-wall boundary 
layer at bulk Reynolds numbers of 950, 9000 and 26,600 are 
0.22S, 0.113S, and 0.094S, respectively. The rotation had little 
effect on the radial mean velocity which was less than 2 percent 
of the bulk velocity, as for non-rotating flow. 

Figure 4 compares the results of rotating and nonrotating 
flows at the Reynolds number of 9000 and shows that the axial 
mean velocity profile with rotation is flatter than without ro
tation with an increase in the rms velocity, Fig. 4(b), of up to 
16 percent close to the center of the gap. The radial and tan-

Fig. 4 Rotating and nonrotating flow velocities of the Newtonian fluid 
with Reynolds number of 9000: (a) axial mean velocity, (b) axial rms 
velocity; (c) radial rms velocity; (d) tangential rms velocity; (e) uv cross 
correlation; (/) uw cross correlation. For symbols see Fig. 2. 

gential rms velocities of the rotating flow, Figs. 4(c) and (d), 
are larger than without rotation particularly the tangential 
component which extends throughout cross-section with max
imum differences of 25 and 49 percent close to the inner wall 
for the radial and tangential components respectively. The 
distribution of uv/Ub

2, Fig. 4(e), is almost linear across the 
annular gap with and without rotation and its magnitude is 
again higher with rotation close to the inner wall with a max
imum value of 3.9x 10~3 which is some 25_percent larger than 
without rotation. The locations of zero uv/Ub

2 coincide with 
those of the maximum axial velocities for both flows. The 
variations of uw/ Ub coincide with those of the maximum axial 
velocities for both flows. The variations of uw/Ub

2 with the 
rotating flow, unlike the zero value without rotation, are near 
linear with a zero value close to the centre of the gap and with 
magnitudes comparable to those of uv/Ub

2 which indicates 
angular transport of longitudinal momentum. 

The bulk Reynolds number of 26,600 represents a fully de
veloped turbulent flow and the results of Fig. 5 show that the 
rotating and nonrotating flows are similar except for the tur
bulence quantities close to the inner wall which are higher with 
rotation. In particular, the uw/Ub

2 cross-correlation has a trend 
similar to that of the lower bulk Reynolds number, Fig. 5(f) 
but with smaller magnitude. The results emphasis that the 
turbulence quantities are affected by rotation although there 
was no effect on mean axial values. 

The wall shear stresses of the Newtonian fluid at the inner 
and outer walls were calculated with the procedure described 
by Nouri et al. (1993), that is from pressure measurements and 
the location of maximum axial mean velocity with the equa
tions obtained from momentum equation for fully developed, 
axisymmetric, steady and incompressible flow 

ro = 
dP 
dz 

Ro —Rn 
2Rn 

(2) 
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Fig. 5 Rotating and non-rotating flow velocities of the Newtonian fluid 
with Reynolds number of 26,600; (a) axial mean velocity; (a) axial rms 
velocity; (c) radial rms velocity; (d) tangential rms velocity; (e) uv cross 
correlation; (f) uw cross correlation, For symbols see Fig. 2. 

outer wall 
—A— inner wall 

U*=2 44Y+ +4 9 

0 1 0 0 1000 1 0 0 0 0 

(b) Y * 

Fig. 6 Rotating and non-rotating axial mean velocity profiles of the 
Newtonian fluid in law of the wall coordinates: (a) RE = 9,000, (b) 
Re = 26,600. 

— a — N=0 0 rpm 
—k— N=300 rpm 

C,=23.8Re-
C(=33Re-1 

^/N. ^^^% 

10000 
Re 

Fig. 7 Skin friction coefficient of the Newtonian fluid as a function of 
Reynolds number 

dz 2-Rin 
(3) 

where T0 and rin are the outer and inner wall shear stresses and 
Rm is the location of maximum axial mean velocity. Figure 6 
presents the near-wall profiles for rotating and non-rotating 
flows at bulk Reynolds numbers of 9000 and 26,600 in law of 
the wall coordinates and confirms logarithmic regions similar 
to that of the accepted law of the wall at both Reynolds num
bers and without rotation. With the lower Reynolds number 
and rotation, the logarithmic region of the inner and outer 
walls is shifted down by about 10 percent, in accordance with 
the increase in the axial pressure drop, and this difference is 
negligible at the higher Reynolds number. 

The average skin-friction coefficient was obtained from 
pressure measurements as 

Cf 
2ptV 

(4) 

for Reynolds numbers from 400 to 6500 with the aqueous 
solution of glycerol and 7000 to 30,000 with the turpentine/ 
tetraline mixture and its variation with Reynolds number is 
shown in Fig. 7(c). In the laminar flow region, the results show 
that the values of Cf without rotation agree with the correlation 
curve of Shah and London (Cf = 23.8 Re ~') and that transition 
is at a Reynolds number just above 2000. The flow resistance 
with rotation is 28 percent higher than without, up to the 
location of transition, and can be expressed by Cf = 33 Re" . 
This difference decreases gradually with Reynolds number after 
transition and becomes less than 1.5 percent at Reynolds num
bers of 4,100 and 18,000 with the Glycerol solution and mixture 
fluid, respectively, corresponding to Rossby numbers of 10 
and 9.1; this means that the effect of rotation would be neg
ligible at or below these values. This uniform increase of flow 
resistance with rotation of the inner cylinder and its subsequent 

D/Uu 

W/U h 

Fig. 8 Rotating and nonrotating mean velocity profiles of the 0.2 per
cent CMC solution: (a) and (b) axial component at RE = 1250 and 9000, 
respectively, (c) and (cf) tangential component normalized with bulk and 
tip velocities, respectively 

decrease to become the same as the non-rotating value is con
sistent with the findings of Yamada (1962) in concentric annulii 
with diameter ratios larger than 0.85. 

3.2 Rotating Flow With Non-Newtonian Fluid. The axial 
mean velocities of the 0.2 percent CMC solution at effective 
Reynolds numbers of 1220 and 9000 are presented in Figs. 8(a) 
and (b) for rotating and nonrotating flows. At the lower Reyn
olds number, the axial mean velocity profile with rotation is 
flatter and less skewed with a maximum velocity of l.36Ub, 
which is 5 percent less than without rotation, and this difference 
is much smaller than that obtained with the Newtonian fluid 
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D/Uk 

Fig. 9 Rotating and nonrotating flow velocities of the 0.2 percent CMC 
solution with Reynolds number of 9000: (a) axial mean velocity; (b) axial 
rms velocity; (c) radial rms velocity; (d) tangential rms velocity 

Fig. 10 Skin friction coefficient of the Newtonian and non-Newtonian 
fluids as a function of Reynolds number 

for a similar Reynolds number; this is expected since the Rossby 
number with the Newtonian fluid is half that with the 0.2 
percent CMC solution. As with the Newtonian fluid, this dif
ference reduces with Reynolds number to become negligible 
at a Reynolds number of 9000. The swirl velocity profiles at 
the two bulk Reynolds numbers, Figs. 8(c) and (d) show similar 
variations to that of the Newtonian fluid with penetration into 
the bulk flow reduced with increase in the axial flow and with 
an inner boundary-layer thickness around 0.1S at both effective 
Reynolds numbers. 

Figure 9 shows that the axial mean velocities are similar with 
and without rotation for the Reynolds number of 9000 and 
the axial rms velocities, Fig. 9(b), are higher by up to 12 percent. 
The radial and tangential rms velocities, Figs. 9(c) and (d), are 
higher with rotation particularly the tangential component 
which extends through the whole cross-section with maximum 
differences of 21 and 43 percent close to the inner wall for the 
radial and tangential components respectively. Thus, turbu
lence quantities were affected by rotation although mean values 
were not. 

The non-Newtonian variation of Cj for a nonrotating flow, 
Fig. 10, is the same as that obtained by Nouri et al. (1993) 
with an extended range of non-turbulent flow and drag re
duction of 63 percent (defined as dr = 100 x [(C/fl- C/)/C/n] 
where suffixes n and p represent the skin-friction coefficient 
for Newtonian and non-Newtonian fluids) at the highest Reyn
olds number of 9000. The values of Cj with rotation are again 
uniformly higher by about 27 percent than without rotation 
up to a Reynolds number of 2500 and reduce with Reynolds 
number to become the same at a value of 5200, which cor
responds to a Rossby number of 12.5. The drag reduction with 

Fig. 11 Comparison of the Newtonian and non-Newtonian fluid flows 
with Reynolds number of 9000 and an inner shaft rotational speed of 
300 rpm: (a) axial mean velocity; (b) axial rms velocity; (c) radial rms 
velocity; (d) tangential rms velocity 

rotation is about 67 percent at a Reynolds number of 9000 
which is higher than without rotation. The CMC near-wall 
velocity profiles of the rotating and nonrotating flows at a 
Reynolds number of 9000, not presented here, were found to 
be similar since neither the mean velocity profile nor the drag 
coefficient was affected by the rotation and the profiles had 
logarithmic regions which lay between the usual law of the 
wall and that of the maximum drag reduction asymptote and 
conformed to an expression which was different for the inner 
and outer walls, similar to those presented by Nouri et al. 

Figure 11 allows comparison of mean and rms velocities of 
Newtonian and 0.2 percent CMC solutions at a Reynolds num
ber of 9000 with rotation and shows that the axial mean velocity 
profile of the Newtonian fluid is flatter than that of 0.2 percent 
CMC with steeper velocity gradients close to the walls. These 
features are also present with the nonrotating flows, as shown 
by Nouri et al., but with a lesser magnitude which is expected 
because the Rossby number with the Newtonian fluid is smaller 
than that with non-Newtonian fluid, so that the effects of 
rotation on Newtonian fluid are much greater. As with non-
rotating flow, the turbulence intensities of Figs. 11(b) to (d) 
for the non-Newtonian fluid with rotation decrease more than 
the Newtonian values particulary the radial and tangential 
components so that they are smaller by 4.5 and 4 times, and 
these differences are larger than those obtained with the non-
rotating flow (about 3.5 times with both components.) The 
suppression of turbulence intensities is due to the preferential 
orientation of the polymer solution and the increased resistance 
of the stretched molecules to deformation. 

Swirl mean velocities for the Newtonian and non-Newtonian 
fluids at Reynolds numbers of around 1000 and 9000 are pre
sented in Figs. 12 and indicate that those of the non-Newtonian 
fluid are much smaller which implies that the penetration of 
swirl into the bulk flow is greater with the Newtonian fluid. 
This is because the Rossby numbers with the Newtonian fluid 
are smaller although the bulk Reynolds numbers are the same. 
It is also evident that the swirl velocities with both fluids de
crease monotonically with increase in Rossby number and that 
the swirl velocity profiles of Newtonian and non-Newtonian 
fluids are similar. It is also clear that a combination of the 
bulk Reynolds number and the Rossby number is needed to 
characterize rotating flows. 

Drag reduction with polymer solutions is a direct result of 
the thickening of the sublayer due to the expansion of molecules 
with a mechanism that had been explained for example by 
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Fig. 12 Comparison of the swirl velocity of the Newtonian and non-
Newtonian fluids at an inner shaft rotational speed of 300 rpm 

Lumley (1977) and Durst et al. (1982) and which causes 
suppression of turbulence intensities and therefore a reduction 
in drag coefficient and higher values of U+. The presence of 
these effects is evident with the present results for the 0.2 
percent CMC solution. The effect of the rotation in turbulent 
flow is the enhancement of the turbulence intensities partic
ularly the cross-flow components, an increase in drag coeffi
cient, and lower values of U+ which is opposite to that of drag 
reduction. In addition, the rotation of the inner shaft intro
duces angular transport across planes normal to the angular 
axis which, in the case of eccentric-annulus flow, would have 
the effect of creating a more uniform flow between the smallest 
and largest gaps. 

4 Conclusions 
The following statements summarize the more important 

conclusions. 
1 The results with the nonrotating Newtonian fluid are 

consistent with those of Nouri, Umur and Whitelaw (1993) 
and provide confidence in the measurement accuracy. With 
rotation of the inner shaft at Rossby numbers of 2.38 to 17.5, 
the axial laminar-flow velocity profiles became flatter than 
those without rotation and this difference reduced with increase 
in bulk flow Reynolds number or increase in Rossby number 
so that turbulent-flow profiles were the same. The near inner-
and outer-wall velocity profile with rotation did not conform 
to the law of the wall with values below that of nonrotating 
flow. The swirl velocity profiles indicated a thin boundary 
layer close to the inner wall and this decreased with bulk-flow 
Reynolds numbers of 950, 9000 and 26,600 to 0.22S, 0.1 IS 
and 0.094S. 

2 The intensity of the fluctuations was enhanced by ro
tation at Reynolds and Rossby numbers of 9000 and 4.5 with 
increases in u, v, w and uv of 16, 25, 49, and 25 percent, 
respectively, close to the inner wall and reduced to less than 
5 percent at Reynolds numbers of 26,600 and 13.9. The values 
of Tiw showed the existence of angular diffusion comparable 
to that of radial diffusion at a Rossby number of 4.5 which 
decreased to one third at 13.9. 

3 The effects of rotation on the 0.2 percent CMC solution 
were similar to those of the Newtonian fluid, but to a lesser 
extent because the Rossby numbers with the CMC solution 
were much larger than for Newtonian fluids at similar effective 
Reynolds numbers. 

4 Average skin-friction coefficients with Newtonian and 
non-Newtonian fluids increased by about 28 percent with ro
tation in laminar flow and, after transition, decreased with 

increase in bulk Reynolds number until they became the same 
as those without rotation at Rossby numbers of 9.5 and 12.5 
for the Newtonian fluid and 0.2 percent CMC solutions, re
spectively. At these Rossby numbers, the effect of the rotation 
on the axial mean velocity was also negligible. With the polymer 
solution and rotation, the extension of the non-turbulent flow 
was evident with a drag reduction of order of 67 percent at a 
Reynolds number of 9000 which was higher than that without 
rotation. 

5 The penetration of the swirling flow into the bulk flow 
was greater with the Newtonian fluid, at the same effective 
Reynolds number, causing a flatter axial mean velocity profile 
and the swirl velocity profiles were similar with both fluids at 
similar Rossby numbers. All velocity fluctuations of the pol
ymer solution were suppressed particularly in the cross-stream 
direction, as for the flow without rotation, due to the molecular 
stretching of the polymer solution. 
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Time-resolved laser-Doppler velocimeter measurements of the circumferential ve
locity component were obtained for the flow between the center pair of four disks 
of common radius R2 corotating at angular velocity Q in a fixed, cylindrical enclosure. 
Mean and rms profiles of this velocity component were obtained for two disk rotation 
speeds (300 and 3600 rpm), two relatively thick tapered obstructions (long and 
short) placed radially inward midway between each pair of disks, and three ven
tilation conditions (unventilated, blowing, and sucking) resulting from an imposed 
inter-disk radial throughflow. The profiles were determined at four circumferential 
locations downstream of the respective obstructions; radially along the midplane, 
and axially at selected radial locations. The profiles for the unventilated flow case 
show that the circumferential component of motion signficantly accelerates near the 
hub, in the region between the tip of the obstruction and the rotating hub. Elsewhere, 
this component of motion is significantly decelerated. The presence of ventilation, 
whether directed radially outward or inward, significantly affects the flow field only 
in the region immediately around the hub, and far downstream of the obstruction 
where it increases both the mean and rms velocities. Analysis of the time records 
suggests that the observed increases in the rms values are due to the circumferentially 
periodic nature of the radial ventilation condition. These observations are, for the 
most part, independent of the disk speed of rotation and the length of the obstruc
tions. A comparison of present unventilated flow results with the corresponding 
results of Usry et al. (1993), who used much thinner obstructions, reveals the extent 
to which increasing the obstruction blockage ratio induces larger levels of flow 
unsteadiness. 

Introduction 
Rotating flows are of considerable fundamental and prac

tical interest, especially in computer, turbomachinery and 
chemical reactor equipment. In particular, the trend in the 
computer industry to produce smaller disk drives rotating at 
higher speeds requires an improved understanding of fluid 
motion in the inter-disk spaces. Specifically, the effects of 
obstructions and radial throughflow (ventilation) on the inter-
disk flow are not well documented or satisfactorily resolved. 
The present research extends earlier experimental work per
formed by Gor et al. (1993) and Usry et al. (1993) by exploring • 
for the first time the simultaneous effects of ventilation and 
obstruction on the inter-disk flow. 

•Data have been deposited in the JFE Data Bank. To access the file for this 
paper, see instructions on p. 892 of this issue. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
July 13, 1993; revised manuscript received April 1, 1994. Associate Technical 
Editor: F. White. 

The configuration of interest, shown in Fig. 1, involves four, 
centrally clamped disks corotating in a fixed cylindrical en
closure. The literature relevant to this configuration has been 
reviewed by Schuler et al. (1990), Humphrey et al. (1991) and, 
more recently in relation to the effects of ventilation and ob
structions, by Gor et al. (1993) and Usry et al. (1993), re
spectively. In particular, Usry et al. (1993) observed that a 
long thin obstruction (t/H = 0.21, L/(R2 + a-Rx) = 0.62) 
inserted radially inward appears to disrupt the periodicity of 
circumferentially distributed large-scale flow structures with 
intensified axial component of vorticity while reducing the 
mean circumferential velocity component and substantially in
creasing the corresponding rms values in the wake of the ob
struction. Numerical calculations by Humphrey et al. (1992) 
and Usry (1992) show that the presence of the obstruction 
reinforces the sense of the cross-stream motion induced by the 
rotating disks. For the short obstruction of Usry et al. (1993) 
(t/H = 0.21, L/(R2 + a-R]) = 0.31), this works to restore 
the flow pattern characteristic of an unobstructed geometry 
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enclosure corotates with the disks, thus eliminating the element 
of circumferential shearing along the curved enclosure wall 
which is of paramount importance to the present flow.) In 
particular, Abrahamson et al. (1991) visualized the effects of 
radial outflow and Gor et al. (1993) quantified the effects of 
radial outflow and radial inflow. Radial throughflow, intro
duced via openings in the disk spacers, displaces the central 
core of fluid originally in solid-body rotation, thickens the 
disk Ekman layers, and changes the number and size of the 
circumferentially distributed structures with axial vorticity 
present in the flow. In an obstructed, ventilated flow config
uration, Abrahamson et al (1991) observed that a relatively 
thin obstruction (t/H = 0.38, 0.25 < L/(R2-R{) < 0.50) 
redirects part of the outward-directed throughflow radially 
inward. Gor et al. (1993) list and discuss the most relevant 
studies involving unobstructed ventilated geometries. 

Perhaps the most informative study performed to date on 
the separate effects of obstructions and ventilation on inter-
disk flows is that of Humphrey et al. (1992). In that work, the 
authors first showed that the power loss, P, due to viscous 
dissipation in an unventilated disk stack of n-\ disks with n 
radial obstructions, correlates according to 

r V M , / H\ ( Re V"+3/2 

where C1; C2, and m are experimentally determined constants. 
It is clear that as tL/(HR2)—l, P becomes very large. Via 
numerical calculation, Humphrey et al. (1992) then showed 
that in an unobstructed ventilated geometry radial outflow has 
the potential for stabilizing inter-disk fluid motion but in
creases dissipation, while radial inflow has the potential for 
destabilizing inter-disk fluid motion but decreases dissipation. 
These important findings point to the need to extend the ex
perimental data base and improve the understanding of the 
combined effects of ventilation and obstructions in enclosed 
corotating disk flows. 

The Experiment 
Except for the differences noted below, the present exper

imental apparatus and measurement methodology are as re
ported in Gor et al. (1993). The test section is shown in Fig. 
1. Its corotating parts for the obstructed ventilated configu
ration consisted of four aluminum disks, each pair separated 
by an aluminum ring which had 24 equally-spaced circular 
holes of diameter 3/16 in. The ring openings allowed for a 
positive radial outflow (blowing) or negative radial inflow 
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= radial coordinate 
= (= r/R2) normalized radial co

ordinate 
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ring 

= disk inner radius 
= disk outer radius 
= (= QR\/v) Reynolds number 
= (= yj Vt) Rossby number 
= obstruction thickness 
= mean circumferential velocity 

component' 
= root mean square (rms) cir

cumferential velocity compo
nent 

= (= v/Qr) normalized mean cir
cumferential velocity compo
nent 

= (= vrms/Qr) normalized rms 
circumferential velocity com
ponent 
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2) average 

throughflow velocity at R} be
tween center pair disks 

= (= QR2) circumferential veloc
ity of disk at r = R2 

= axial coordinate, relative to 
midplane between center pair 
of disks 

= (= z/H) normalized axial co
ordinate 

= circumferential coordinate; 
also angular location down
stream of obstruction 

= fluid dynamic viscosity 
= (= )i/p) fluid kinematic viscos

ity 
= fluid density 
= disk rotation rate in radians/ 

second (also in rpm) 

z.w 

Hollow screw 

Clamping pieces 
Enclosure top 

H=9.53 mm 

Enclosure 
(f side wall 

» M » w a J 
tt^^mw.WM.^^^^^ ^ 

b=1.91 mm 

R2=105 mm-

t=7.0 mm 

1 
T 

• Obstruction 

- a=2.7 mm 

d=10.2 mm 

Fig. 1 Schematic of the experimental test section. In the absence of 
ventilation, the disk spacer rings and the cylindrical enclosure are re
placed with identical solid pieces and the hollow screw is absent. The 
insert shows a plan view of one of the obstructions. For the long ob
struction, c = 6.9 mm and L = 31.8 mm; for the short obstruction, c = 
8.5 mm an L = 15.9 mm. 

within one disk rotation cycle, thus minimizing the influence 
of the far wake of the obstruction on the interdisk flow. Schuler 
et al. (1990) list and discuss the major experimental studies 
involving unventilated geometries. 

To date, with the exception mentioned below, all major 
investigations performed in ventilated enclosures with coro
tating disks have involved unobstructed flows. The most rel
evant here are the studies of Szeri et al. (1983a, b), Chang et 
al. (1989, 1990), Abrahamson et al. (1991), Humphrey et al. 
(1992), and Gor et al. (1993). (We note also the important, 
but less relevant, contributions of Hide and Titman (1967), 
Owen et al. (1985), and Chew and Rogers (1988) where the 
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Fig. 2 Mean and rms circumferential velocities versus radial position Fig. 3 Mean and rms circumferential velocities versus radial position 
along the midplane between the center pair of the four disks corotating along the midplane between the center pair of the four disks corotating 
at 300 rpm with and without ventilation: (a) 25 deg and (b) 90 deg down- at 300 rpm with and without ventilation: (a) 180 deg and (b) 270 deg 
stream of the long thick obstruction. downstream of the long thick obstruction. 

(sucking) of air. Three clamping pieces secured the disks and 
rings onto a rotating hub, and a fixed cylindrical Plexiglas 
enclosure surrounded these moving components. Five holes 
symmetrically drilled through the top of the enclosure allowed 
the ventilation condition. An opening in the side wall enabled 
the insertion of a thick tapered radial obstruction midway 
between each pair of disks. Two obstructions were used: a 
long obstruction (t/H = 0.73, L/(R2 + a-Rx) = 0.62) and a 
short one (t/H = 0.73, L/(R2 + a-Rl) = 0.31), with the 
dimensions given in Fig. 1. The corresponding test section for 
the obstructed unventilated configuration was similar to that 
just described, except that the enclosure top and the disk spacer 
rings were replaced by identical solid pieces and the hollow 
screw shown in Fig. 1 was removed. 

In all cases the circumferential velocity component was 
measured between the center pair of disks using the laser-
Doppler velocimetry (LDV) technique. The test section was 
seeded with micron size mineral oil particles in sufficient con
centration to yield instrument-validated data rates ranging be
tween 100 Hz (for low velocities) to 1000 Hz (for high velocities). 
Measurements were made along the radial direction in the 
midplane, and along the axial direction at various radial lo
cations. Mean velocities, rms velocities, and energy spectra 
were obtained from the velocity time records. The data from 
which the mean and rms values were determined by ensemble 
averaging consisted of 2500 samples of velocity, with less than 
1 percent falling beyond five standard deviations from the 
mean. The total cumulative uncertainties for the mean and 
rms velocities were ±3 and ±4 percent, respectively, in most 
of the flow. 

The total radial throughflow for either the blowing or suck
ing condition was determined by means of one of four rota
meters, depending on the flow range, to guarantee an average 
random uncertainty of less than ±2 percent. Further details 
concerning the test section, the implementation of the venti
lation condition, the measurement techniques, and the exper
imental uncertainties are available in Gor et al. (1993). 

Results and Discussion 
Detailed measurements of the mean and rms circumferential 

velocity component were made for: two disk rotation rates 
(300 and 3600 rpm, corresponding to Re = 2.2 x 104 and 
2.66 X 105, respectively); two thick tapered obstruction types 
(one long and one short) introduced radially inward midway 
between each pair of disks; three ventilation conditions (un
ventilated, blowing, and sucking); and, four angular locations 
downstream of the obstruction. Radial profiles were obtained 
along the midplane between the center pair of disks, while axial 
profiles were taken at selected radial locations. For the blowing 
and sucking conditions, the total radial throughflow rate im
posed was such that Ro = ±0.051 for 300 rpm and Ro = 
±0.038 for 3600 rpm. In these experiments it was not possible 
to keep the Rossby number constant for both disk rotation 
rates due to pressure-related mechanical limitations of the ap
paratus. 

The complete data set has been deposited with the Journal 
of Fluids Engineering from which it is available upon request. 
Selected experimental results are presented here in two parts: 
the first examines the ensemble-averages mean and rms velocity 
profiles while the second discusses the flow unsteadiness. 

Discussion of Mean and RMS Velocity Results. Selected 
radial profiles of the mean and rms circumferential velocity 
component plotted in Figs. 2-7 show data obtained for the 
two obstruction types at the two rotation speeds. (In these 
plots, the dashed vertical line denotes the tip of the obstruction 
in the inter-disk space, while the dashed horizontal line at V 
= 1 is the value of the circumferential velocity corresponding 
to solid-body rotation.) The results in Fig. 8 compare present 
measurements with corresponding data obtained by Schuler et 
al. (1990) and Usry et al. (1993). 

Consider first the data obtained at 300 rpm for the long 
thick obstruction (Figs. 2 and 3). The mean velocity profiles 
show that immediately downstream of the obstruction (25 deg) 
the flow behind the obstruction is substantially decelerated 
while that in the region between the obstruction tip and the 
rotating hub is accelerated. This is true for all ventilation 

830/Vol . 116, DECEMBER 1994 Transactions of the ASME 

Downloaded 03 Jun 2010 to 171.66.16.108. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



_ ' 
-
--
_ 
-
— 

-
-

-
- ! 

1 ' ' 1 ' ' ' 

s—-^^""^ 
A 

o . \ 

> A 
°diu. 

- QCta£u s ^ A 

1 _1 • 1 • • • 

1 , I I 

V V 

A A 
a D 
® 0 

In--

^ S J - v 

1 , •, , , 

1 ' ' I1 1 
Ro 1 

0.051 | 
0 . 

-0.051 

h — 

• 1 

• 1. 1 

-
_ (a) -

~ 
-
— 
= 
-] 

-
-

^E££fa£fy3*£i 
: £$£»««% 

, 1 , I 1 I ,-

> 1.0 

1 

-
-" 
_ 
\ 

-

-
_ 
-

< 

1 1 1 , , , 1 

££Tm*mm 

Q A 

"Vk S D s t K , e S x W V v 

I I I , , , , 

| ,' 1 I 1 

V V 

& A 

a D 
« o 

1 , , , , 

. , , |, | , 
Ro 1 

0.051 1 
0 | 

-0.051 

l 

, , rTrT , 

i , 1 

(a) 

3 T T T I , 

—r 
_ 
-__ 
-

~ 

S 

z 
_I 

z 
-

Fig. 4 Mean and rms circumferential velocities versus radial position Fig. 5 Mean and rms circumferential velocities versus radial position 
along the midplane between the center pair of the four disks corotating along the midplane between the center pair of the four disks corotating 
at 300 rpm with and without ventilation: (a) 25 deg and (fa) 90 deg down- at 300 rpm with and without ventilation: (a) 180 deg and (fa) 270 deg 
stream of the short thick obstruction. downstream of the short thick obstruction. 

conditions. At the other downstream locations (90, 180, and 
270 deg), the mean velocity remains low in the wake of the 
obstruction. However, at the 180 and 270 deg locations, ven
tilation (either blowing or sucking) results in higher values of 
the mean velocity in the region between the obstruction tip 
and the rotating hub. 

The corresponding variations in the rms velocity profiles in 
Figs. 2 and 3 are even more pronounced. Immediately down
stream of the long obstruction (25 deg), the rms velocities 
behind the obstruction range between 5 and 16 percent, irre
spective of the ventilation condition. In the region between the 
obstruction tip and the rotating hub, the rms values rise to 26 
percent but drastically decrease as the hub is approached. The 
reduction in the rms velocities is much stronger for the un-
ventilated flow case than for either of the ventilated conditions. 
Further downstream, especially at the 180 and 270 deg loca
tions, the rms values for both the ventilated and unventilated 
flows is everywhere smaller than the values at the 25 deg lo
cation, except in the region between the obstruction tip and 
the rotating hub, where values as large as 44 percent are at
tained in the ventilated flow cases only. Abrahamson et al. 
(1991) have shown that the presence of an inter-disk obstruc
tion induces a circumferential pressure variation capable of 
altering the circumferential symmetry of the radial ventilation 
condition, here reflected in the increase of the rms velocity 
near the hub, downstream of the obstruction. 

Collectively, these rms velocity data suggest that in the im
mediate vicinity of the obstruction its effect is to mitigate the 
influence of the radial component of motion (induced by blow
ing or sucking) on the circumferential rms velocity by accel
erating the flow circumferentially in the region between the 
obstruction tip and the rotating hub. Futher downstream, as 
the flow relaxes from the effect of the contraction, the radial 
component of motion induces very large values of the circum
ferential rms velocity near the hub. It is important to note 
that, at the relatively low Reynolds number corresponding to 
300 rpm, the large values of the rms velocity near the hub are 
not due to turbulent mixing. They are due, instead, to large 
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Fig. 6 Mean and rms circumferetial velocities versus radial position 
along the midplane between the center pair of the four disks corotating 
at 3600 rpm with and without ventilation: (a) 25 and (fa) 90 deg downstream 
of the long thick obstruction. 

and regular pulsations of the circumferential velocity com
ponent induced by the periodic radial component of motion, 
as detected by the stationary optical probe volume. 

Inspection of the corresponding mean and rms velocity pro
files obtained at 300 rpm for the short thick obstruction, in 
Figs. 4 and 5, shows a behavior for the circumferential com-
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D 90° downstream of a long [hick obstruction 

I/H = 0.73. URa+a-R,) = 0-62 (present work) 

V 90° downstream of a long thin obstruction 

t/H = 0,21, L/CRj+a-R,) = 0.62 (Usry et a l , 1993} -

* O Unobstructed flow (Schuler et al., 1990) 

Fig. 7 Mean and rms circumferential velocities versus radial position 
along the midplane between the center pair of the four disks corotating 
at 3600 rpm with and without ventilation: (a) 270 deg and (b) 330 deg 
downstream of the long thick obstruction. 

Fig. 8 Comparison among mean and rms circumferential velocities 
versus radial position along the midplane between the center pair ot 
four disks corotating at (a) 300 and (b) 3600 rpm for the unventilated flow 
condition 

ponent of motion in broad agreement with that just discussed 
for the long obstruction, but scaled to reflect the shorter ob
struction penetration depth. However, the rms velocity data 
shown in Fig. 4(a) differ in an important way from the cor
responding data shown in Fig. 2(a). For the short obstruction, 
the acceleration of the flow in the region between the obstruc
tion tip and the rotating hub is less than in the case of the long 
obstruction. As a result, the radial component of motion is 
affected less in the vicinity of the short obstruction and is 
capable of a stronger influence on the circumferential com
ponent of motion, yielding much larger values of the circum
ferential rms velocity near the hub at the 25 deg location, just 
downstream of the contraction. 

Mean and rms velocity profiles obtained at 3600 rpm for 
the long thick obstruction are shown in Figs. 6 and 7 for four 
downstream locations (25, 90, 270, 330 deg). The results differ 
markedly from the corresponding data for the same obstruc
tion at 300 rpm, shown in Figs. 2 and 3. Except for the 25 deg 
location, at 3600 rpm both the mean and the rms velocities 
show relatively little variation with radial position on the mid
plane. As in the case at 300 rpm, the differences between 
blowing and sucking are also small but, nevertheless, signifi
cant relative to the unventilated flow case. Especially note
worthy are the much smaller values of the rms velocity near 
the hub at the 270 and 330 deg locations for the flow at 3600 
rpm. These results suggest that at high speeds of rotation the 
influence of ventilation on the velocity rms penetrates less 
deeply into the inter-disk space, presumably because of the 
more rapid entrainment of the ventilating flow by the disk 
Ekman layers. 

The mean and rms velocity profiles shown in Fig. 8 allow 
an examination of the effect of varying the obstruction block
age ratio. These radial profiles were obtained for unventilated 
flow conditions at 300 and 3600 rpm and include measurements 
for the long obstructions of the present work as well as meas
urements obtained by Usry et al. (1993) using thinner obstruc
tions with t/H = 0.21, L/{R2 + a-Rl) = 0.62. The 
unobstructed flow measurements made by Schuler et al. (1990) 

at the same rotation rate are also included for comparison. 
(Note that all these data were measured at different times in 
the same test section so that, aside from the obstruction di
mensions, all other dimensions remain unchanged.) Even 
though restricted to a 90 deg plane downstream of the ob
structions, the profiles quantify both the amount and the radial 
extent by which an increase in blockage translates into a re
duction of the circumferential velocity component and an in
crease in the rms values. A noteworthy difference between the 
rms velocity profiles for the cases with long obstructions is the 
persistence of relatively large values of the rms velocity near 
the hub for the thicker obstruction of the present work. Since 
these are all unventilated flows, the higher rms velocity is 
attributed to a stronger interaction between the tip of the 
thicker obstruction and the flow shearing past it. 

Discussion of Unsteady Velocity Results. The mean and 
rms values of the circumferential velocity component, dis
cussed above, were obtained by averaging the time records for 
velocity obtained at each point in the flow. The slotted au
tocorrelation technique of Bell (1986) was used to obtain au
tocorrelations of the velocity records at selected positions in 
the flow. Fast Fourier transforms of the autocorrelations 
yielded the corresponding energy spectra, samples of which 
are provided in Gor (1993). The values of frequency for which 
the energy in each spectrum exceeded a threshold of about half 
the value of the highest energy peak were determined. This 
procedure ensured the detection of all major flow oscillations 
at low frequencies. The values of frequency, / , so obtained 
were then normalized by 0/60 to obtain the dimensionless 
quantity N. 

The validated velocity data rate ranged between 100 and 
1000 Hz allowing the resolution of velocity waveforms with 
frequencies ranging from 17 to 170 Hz, approximately. How
ever, because of the random arrival of velocity data in LDV, 
the binning procedure in the slotted technique reduces the high 
frequency end of the autocorrelation, and hence of the energy 
spectrum, to about 135 Hz. These are only approximate num-
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Fig. 9 Total relative frequency, nN ffinN, of the dimensionless oscillat
ing flow frequency, N, for data measured along the midplane between 
the center pair of the four disks corotating at 300 rpm with and without 
ventilation, 180 deg downstream of the long thick obstruction: (a) Ro = 
0, (b) Ro = 0.051, (c) Ro = -0 .051. The total population size, £nN, is 
indicated in each figure. 

Fig. 10 Total relative frequency, nNIT.nN, of the dimensionless oscil
lating flow frequency, W, for data measured along the midplane between 
the center pair of the four disks corotating at 300 rpm with and without 

, ventilation, 180 deg downstream of the short thick obstruction: (a) Ro 
= 0, (b) Ro = 0.051, (c) Ro = -0 .051. The total population size, En„, 
is indicated in each figure. 

bers intended to illustrate that, for the purposes of this work, 
the values of N were accurately resolved for the data obtained 
at 300 rpm but not for the data at 3600 rpm. 

Values of A7 as a function of R, obtained on the midplane 
between the center pair of disks at 8 = 180°C for 300 rpm, 
are available in Gor (1993). The measurements were made for 

both the long and short obstruction, with and without venti
lation. From these data it was possible to obtain the frequency 
distributions of A7 integrated over R, shown in Figs. 9 and 10. 
In the case of an unobstructed unventilated geometry identical 
to the present one, Usry et al. (1993) find N = 2 for the same 
flow conditions. It this work, however, N is not necessarily 
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an integer. Its value ranges between 1 and 6 for the unventilated 
flow, and between 1 and 24 when either blowing or sucking 
are imposed. Thus, for example, the histogram for the case 
of the long thick obstruction in an unventilated flow, Fig. 9(a), 
yields TV ~ 2 as the most probable value of TV, but it also 
indicates that N ~ I and 3 have high probabilities of occur
rence. In contrast, the likelihood of values of TV > 3 is small, 
and values of TV > 5 were not observed for this case. The 
ventilated flow cases in Figs. 9{b)-(c) show similar distributions 
of TV, the details of which depend on the direction of the 
imposed radial throughflow. Thus, the distribution for the case 
with sucking (Ro = - 0.051) is broader than for the case with 
blowing (Ro = 0.051). The larger range in the values of N for 
the sucking conditions is consistent with the more unstable 
nature of this flow relative to one with blowing. For both 
ventilation cases, TV = 24 emerges as a significant value, cor
responding to the number of ventilation holes in the rotating 
ring. 

Similar results for the short thick obstruction at 300 rpm 
are plotted in Fig. 10. Relative to the long obstruction case, 
these results show a much broader distribution for TV (ranging 
from TV » 1 to 9) for the case of unventilated flow, and a 
much narrower distribution with the sucking condition im
posed. A value of TV ~ 23 is detected for the case of blowing 
but not for sucking. In these histograms, TV » 3 is the most 
probable value independent of the ventilation condition. (Re
call that TV = 2 is the expected value for an unobstructed, 
unventilated flow.) 

While the above results are limited to the 180 deg plane 
downstream of the obstructions, corresponding data measured 
at other streamwise locations reveal the circumferential de
pendence of the low frequency histograms. Thus, for example, 
we find that for a short obstruction at the 25 deg location a 
sucking condition results in a larger range of TV. In contrast, 
for a long obstruction at the same location, the sucking con
dition yields a narrower distribution of TV. A clear explanation 
for this behavior is not presently available and is the subject 
of continuing work. 

Conclusions 
Measurement of the mean and rms circumferential com

ponent of velocity between pairs of disks corotating in a cy
lindrical enclosure show that radial obstructions with large 
blockage ratios significantly alter the flow in the region between 
the obstruction tip and the rotating hub. If, in addition, ven
tilation (blowing or sucking) is imposed, additional disturb
ances to the flow, evident as unusually large increases in the 
rms velocity, arise downstream of the obstructions, especially 
in the region of flow corresponding to the space between the 
obstruction tip and the rotating hub. For the two speeds of 
rotation of this work, the relatively large increases in the rms 
velocity of the ventilated flow relative to the unventilated flow 
are primarily due to the circumferentially periodic nature of 
the ventilation condition and the effect on ventilation of the 
circumferential pressure variation induced by the obstruction. 
The above observations are independent of the obstruction 
type used. Analysis of the instantaneous velocity time records 
for the data at 300 rpm reveals that simultaneously obstructing 
and ventilating an inter-disk flow has the effect of increasing 
the range of low frequency oscillations arising in the flow. 

Given the trend in the computer industry toward smaller but 
faster rotating and highly obstructed disk storage devices, power 
consumption per unit volume due to viscous dissipation will 
not necessarily decrease. In principle, as shown by Humphrey 

et al. (1992), a sucking ventilation condition could be imposed 
to reduce dissipation but, as noted in that study and here, this 
may be accompanied by undesirable flow instability. Addi
tional experimental and computational investigations for con
ditions more closely approximating those of the practical 
devices, and in which the possible advantages of streamlined 
obstructions are explored, are required to advance fundamen
tal understanding and definitively establish the impact of ven
tilation on the highly obstructed flows characteristic of future 
disk storage devices. 
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Performance Analysis of Wiscous 
Flow Computations on Various 
Parallel Architectures 
A study on the performance of parallel viscous flow computations on various parallel 
architectures is presented. An implicit computational fluid dynamics code was uti
lized to solve the axisymmetric compressible Navier-Stokes equations, and paral-
lelization of the code was obtained by the grid partitioning technique. Several 
hardware and software issues, such as, different communication possibilities and 
their effect on the parallel performance, the numerical and parallel efficiency for 
single grid and mesh-sequencing solutions, double and single precision calculations, 
and the effect of the number of processors on the computing time and the parallel 
performance, were investigated. Calculations for laminar and turbulent benchmark 
cases were performed on four parallel platforms and the results were compared with 
corresponding computations done on the Cray Y-MP utilizing only one processor. 
A theoretical model for the prediction of the parallel efficiency was also derived 
and it was verified for single grid and mesh-sequencing solutions by comparing the 
measured efficiencies with those of the predicted ones. 

1 Introduction 
The desire to solve increasingly more complex problems has 

always surpassed the computing capabilities of the day, and 
has thus provided a driving force in recent years for the ex
tensive development of parallel computing machines. Scientific 
breakthroughs are expected to be achieved with Teraflop pro
visions, quoting examples in the area of: aerospace and au
tomotive industry, chemical industry, and material design. 
There are several parameters that can be used to describe or 
classify a parallel system, such as, the type and number of 
processors, the presence or absence of a global control mech
anism, the synchronous versus asynchronous operation, and 
the processor interconnections. 

A Multiple Instruction Multiple Data (MIMD) parallel com
puting architecture can be classified as shared or distributed 
memory machine. Codes, using shared memory, are simpler 
to write, but conflicts exist in memory access, and the memory 
bandwidth prevents this architecture from being truly scalable. 
For distributed memory architectures, there is the possibility 
of parallel memory access without conflict, since each pro
cessor has its local memory. However, difficulties exist in writ
ing programs for such systems since without communication 
libraries, writing of software to perform the communication 
between is left up to user. 

Research on parallel CFD is continuously growing with the 
development of new solvers and the investigation of paralle-

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
March 9,1993; revised manuscript received March 22, 1994. Associate Technical 
Editor: O. Baysal. 

. lization strategies (Reinsch et al., 1992; Pelz et al., 1993; Agar-
wal, 1989; Simon, 1991; Drikakis et al., 1993). However, aside 
from the development and application of numerical methods 
in parallel systems, systematic investigations of the factors 
influencing the parallel performance are also needed. The per
formance of solvers on different platforms depends on several 
hardware characteristics, such as, the set-up time required to 
enable message passing, the time needed to perform one float
ing point operation, the rate at which data are transferred 
between the processors, and the communication procedure. In 
addition, factors that are related to the iterative schemes, and 
acceleration techniques can also influence the performance of 
parallel computations. 

In the present study some of the above issues which influence 
the performance of Navier-Stokes computations, as well as the 
scalability of the these computations on different parallel ar
chitectures, were investigated. For this purpose, a parallel Na
vier-Stokes code based on an implicit Riemann solver and the 
mesh-sequencing technique has been employed. Results for the 
computing time and total efficiencies on various number of 
processors are presented for the single grid and mesh-sequenc
ing solutions. Furthermore, the computations are compared 
with one processor calculations on the parallel platforms, as 
well as, with one processor calculations on the Cray Y-MP 
machine. The efficiency of the parallel computations is studied 
in terms of the parallel, numerical, and total efficiency. The 
performance of the parallel computations was also analyzed 
by developing a theoretical model for the prediction of the 
parallel efficiency. This model can be used for single grid and 
mesh-sequencing solutions and for various parallel systems. 
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2 The Parallel Navier-Stokes Solver 

2.1 Governing Equations and Numerical Discretiza
tion. The governing equations used in the present study are 
the axisymmetric Navier-Stokes equations. The Navier-Stokes 
equations can be written in dimensionless form and for a gen
eral curvilinear coordinate system as: 

{JQ), + Ei + Gi + J = — [Re + S.+ J-
z Re \ c f 

(1) 

The inviscid fluxes were discretized by a finite volume Rie-
mann solver (Eberle, 1987), which uses an upwind interpolation 
scheme up to third-order accuracy for the calculation of the 
conservative variables on the cell faces. The viscous terms are 
discretized by central differences, except for the cross deriv
atives where an "upwind-type" scheme (Chakravarthy, 1988) 
was used. 

The Navier-Stokes equations were solved by a first-order 
unfactored implicit method. The unfactored implicit solution 
was succeeded by a Newton-type method constructing a se
quence of approximations q" such that lim<j,'i->Q" + 1, where v 

denotes the subiteration state. Consequently, the equations are 
written as: 

,Aqv 

At 
- + M " A ^ + 1 ) 5 + ( C A ^ + 1 ) f 

+ (Ci tAq" + ' ) f = J ^ f - RHS (2) 

where n, n+\ are the previous and present time steps, re
spectively, while the right-hand side (RHS) term is: 

RHS = £f
fl + G?-^- ( J R? + S ? ) + - (G + G-^-S- — S 5 f Re f f / z \ Re Re 

(3) 

On the left-hand side of Eq. (2), the thin layer viscous Jacobian 
Cvfs'" was used for steady-state calculations instead of the full 
viscous Jacobians, thus saving computational time. The so
lution at the subiteration level p+ 1 was updated as: 

q'+l = q' + Aq',+ i (4) 

Equation (2) is solved by a Gauss-Seidel relaxation scheme 
while holding constant the RHS: 

D I A G ^ A ^ 1 ) ^ 0 + ODIAG 

•(A<7;_i> , Aqitk+i , Aqhk_\ , Aqi+l;k )=co-RHS (5) 

where the under-relaxation factor, oi, compensated for the 
errors of different spatial orders of accuracy on the right and 
left-hand side of Eq. (4). DIAG is a diagonal block matrix at 
the point (i,k) and ODIAG( ) represents the off-diagonal ele
ments. In the present computations m, and v were retained 
constant with values m = 4, and v = 2. 

For high Reynolds' number flows the well known Baldwin-
Lomax (Baldwin and Lomax, 1987) algebraic turbulence model 
was used. 

2.2 Grid Partitioning. The parallelization strategy was 
based on the grid-partitioning method. The computational do
main was subdivided into nonoverlapping subdomains and 
each subdomain is assigned to one processor. The values at 
the subdomains boundaries were exchanged at each time step 
between the neighboring processors. The same code can be run 
on one processor, as well as on a multi-processor environment. 
For simple geometries under consideration, and for turbulent 
flows, grid partitioning in one direction is preferred, thus 
avoiding the modification of the algebraic turbulence model. 
In the parallel version of the algorithm the relaxation procedure 
was not the same as that of the corresponding one implemented 
in the serial version because all the values Aq at the subdomain 
boundaries were considered from the previous relaxation step. 

N o m e n c l a t u r e 

Q = 
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Cartesian coordinates 
Reynolds number 
intermediate solution in the Newton-type 
method 
Jacobians of the inviscid flux vectors 
speedup of parallel computations 
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total efficiency of parallel computations 
parallel efficiency 
numerical efficiency 
load balancing efficiency 
number of outer iterations at the grid 
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number of cells per processor at the grid 
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number of grid levels used in the mesh-
sequencing technique 
mesh-sequencing level 
calculation time on n processors 
communication time on n processors 
execution time on one processor 
execution time on n processors 
global communication time for calcula
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local communication time for calcula
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These values were updated on the boundaries of each sub-
domain after each relaxation step by exchanging information 
with the neighboring processors. 

2.3 Mesh-sequencing (Multi-Level) Technique. The 
mesh-sequencing technique was employed in order to create 
an initial condition on the fine mesh, which is better than the 
uniform flow field condition. Hence, the initial guess on the 
fine mesh was obtained by solving the equations on coarser 
meshes using the mesh-sequencing technique. The coarse 
meshes on each subdomain were defined by eliminating every 
second line of the finer mesh. With the grid subdivided into 
stripes (i.e., one-dimensional grid partitioning) the number of 
cells on each processor at the grid level / is: 

A c,i_ A c 

n>2'">s ' 
(6) 

where for 1=1 is defined the coarsest grid of the mesh-
sequencing. 

3 Efficiency Analysis 
The most widely used performance metrics for the investi

gation of parallel computations are the traditional or relative 
speedup S„ and the total efficiency Ej,01, defined as: 

S„ = 
T' 
1 n 

nT„ 
(7) 

One drawback of the relative speedup metric is that it tends 
to reward slower processors, and inefficient compilation with 
higher speedup (Sun and Gustafson, 1991), while it suppresses 
the speedup of efficient algorithms (e.g., multigrid). On the 
other hand, the relative speedup and the total efficiency can 
be used for the performance analysis of parallel algorithms 
and systems, if additional data about the hardware charac
teristics, e.g., communication time, and time needed for one 
floating point operation, are given. In this paper the total 
efficiency factor is used while measured data for the hardware 
characteristics are provided. The ideal efficiency of parallel 
computations would be 100 percent, which corresponds to a 
speedup n, but this efficiency can never be achieved due to the 
following factors: 

1. The time needed for local and global communication 
(parallel efficiency, E^'), 
2. An increase in the number of iterations necessary to 
fulfill the convergence criterion. This is due to the changes 
of the algorithm required for its parallelization (numerical 
efficiency £™m) , 
3. The idle time of some processors due to a different 
problem size per processor (load balancing efficiency E1^) 

Consequently, the total efficiency can be written as the product 
of the above factors: 

ET = ETE7mE* (8) 

In this paper all subdomains are considered of the same size, 
and thus, the load balancing effects are ignored. The numerical 
efficiency is defined as the ratio of the total number of floating 
point operations per cell in the serial algorithm to the total 
number of operations in the parallel algorithm on n processors, 
required to reach the same convergence criterion. For the pre
sent, unfactored algorithm inner iterations, which are the New
ton subiterations (v) and the Gauss-Seidel relaxations (m), are 
executed at each time step. These inner iterations can be re
tained constant at each time step with values m = 4, and v = 2, 
as it is indicated by numerical experiments. Thus, the numerical 
efficiency is only affected by the increase in the number of 
outer iterations, due to the modification of the Gauss-Seidel 
relaxation at the subdomain boundaries, as it was already 
mentioned in the previous section. 

The parallel efficiency represents the time loss in a parallel 

computation due to the local and global communication, and 
it is defined as: 

p p a r 1-' n . 
1 

-•calc 
+ n 1 + Tc°m/Tfc (9) 

One of the goal of the present paper is to develop a model 
for the prediction of the parallel efficiency. The latter can be 
achieved if the calculation and communication times are ex
pressed in terms of hardware parameters, grid sizes and iter
ation counts. For the mesh sequencing technique the calculation 
time can be defined as: 

l = lms 
r»alC= 2 (N^.finJ) (10) 

/ = i 

The communication is composed by the local and global 
communication times: 

^ c o m = / t o e + , glob ( H ) 

The former describes the exchange of interface information 
between the neighboring subdomains, and the latter, the gath
ering of information (e.g., level of residuals) from all the 
processors to the "master" and the broadcasting of other 
information (e.g., decision on convergence) from the master 
to all the other processors. For the present algorithm local 
communication is needed for the exchange of the conservative 
variables between neighboring subdomains, after each Newton 
subiteration v, as well as, for the values Aq at the subdomain 
boundaries, at each Gauss-Seidel relaxation m. The commu
nication time needed for the exchange of each variable Q or 
Aq can be expressed as: 

?bel + 
Ndb-NBC 

R'r (12) 

where NBC is the number of cells on each column of the sub-
domain boundary if, for sake of simplicity, one-dimensional 
grid partitioning is considered. Consequently, for the exchange 
of the variables Q and Aq the communication time per outer 
iteration of each grid level can be written as: 

ta=2'Nnb- 2'vNy, 
R» 

+ m-p'Nvar'[tset + 
R'r (13) 

The factor of two in front of the first term into the brackets 
is inserted because two columns of each subdomain boundary 
are exchanged. This is due to the third-order interpolation 
scheme used in combination with the Riemann solver. Fur
thermore, local communication needs in the wake region if a 
C-type grid topology is used. In this case, the communication 
is obtained cell by cell for each variable. Consequently, for 
the exchange of the variables Q and Aq in the wake region the 
communication time per outer iteration of each grid level can 
be written as: 

th <"Av a r .Aw c . /set + 
R'r 

+ / « • ( / - A v a r - A w e " ( tSet + 
Ndb 

Rtr (14) 

The factor of 2 at the beginning of the right-hand side in 
Eqs. (13) and (14) is because each processor sends and receives 
data. Finally, combining Eqs. (13) and (14), the total local 
communication time is: 

/«0C = 2.Av a r .„ . J] i„j>[Nnb.(t
set + Ndb>NfJ/R'r)(m + 2) 

+ A w c . ( ? s e t + A d i / i ? ' r ) (w+l ) ] (15) 
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Global communication is needed for checking the conver
gence after each outer iteration. The convergence is checked 
by the variation AQ= Q"+1 - Qn of the conservation variables 
between two time steps. Consequently, the communication 
corresponding to this checking per outer iteration is: 

^ = 2.«.JVvar.U
seI + ̂ f ) (16) 

Furthermore, if checking of the convergence after each New
ton subiteration and Gauss-Seidel relaxation is desired, then 

the RHS (Eq. (3)) and the quantity max,-,* I ^ AQ, I, where 

y = 1,4 for the four conservative variables, have to be checked, 
respectively. The communication corresponding to this check
ing per outer iteration is: 

Ndb] 
td = 2>ri'v>(\+m)A tsa + R'r (17) 

Consequently, the combination of Eqs. (16) and (17) gives 
the global communication time for the whole computation: 

/ N \ l"l'"s 

t*[ob = 2.n-lNmt + v.(\+m)]-(tset+^)-Yl inJ (18) 
R' 

In the above formulas, the parameter Ndb takes the value 
four and eight, for single and double precision calculations, 
respectively. 

By using the measured values of ?set, T and R,r, Eqs. (8), (9), 
(10), (11), (15), and (18) can be used to predict the parallel 
efficiency of the given algorithm on a parallel system, as func
tion of the number of processors. In order to verify the model 
in the next section, the efficiencies are calculated and compared 
with the measured ones. 

At a fixed grid size, the efficiency decreases as the number 
of processors is increased. Furthermore, for a fixed number 
of processors the efficiency increases as the grid is refined. 
This behavior is due to the following factor. When the number 
of cells in each direction is increased by a factor of two, the 
calculation time of each processor increases by a factor of 
four, but the number of boundary cells, and, therefore the 
communication time, increases by a factor of two (ignoring 
setup time). Thus the calculation time varies linearly with the 
number of cells while the communication time varies as the 
square root of the number of cells. Hence, the ratio of the 

Fig. 2 Comparison of numerical solution with the experimental results 
(Johnson et al., 1982) for the wall pressure distribution (benchmark II) 

communication to the calculation time is reduced as the grid 
is refined, and the efficiency increases. 

4 Results and Discussion 
Two viscous compressible flows were selected, as bench

marks for the parallel calculations. The first (benchmark I) 
was the laminar supersonic flow M00 = 2, Re= 106, a= 10 deg 
over a NACA 0012 airfoil. In Fig. 1, the iso-Mach contours 
over the airfoil are shown. The second (benchmark II) was the 
high Reynolds number transonic flow Ma, = 0.875, 
Re= 13.6 X 106/m over an axisymmetric bump. In Fig. (2) the 
pressure distribution over the bump surface and the compar
ison with the experimental results (Johnson et al., 1982) is 
shown. 

4.1 Effects of Different Communication Possibilities on 
Parallel Performance. The efficiency of parallel computa
tions strongly depends on interprocessor communication, which 
is a hardware characteristic, different from system to system. 
A parallel system can sometimes offer more than one com
munication possibility, which has a different setup time. In 
this paper, the effect of different communication possibilities 
on parallel performance is investigated on two parallel systems. 

The first is the Meiko Computing Surface with 64 T800 
transputers, each with a clock rate of 25 MHz and 4MB mem
ory. In this system, the four transputer links are connected to 
routing chips which can be programmed to establish the desired 
configuration. Each transputer can be connected to at most 
four physical neighbors and one transputer is connected to the 
host. The configurations used were the ring and the surface 
of the cylinder (thorus). A development toolset, CSTools, 
makes possible the implementation of parallel applications and 
supports process communication on transputers without taking 
care of the physical architecture constraints. Two communi
cation possibilities between the processors are available: (i) four 
hardwired links (channels) with very short setup time but com
munication only with the four nearest neighbors; (ii) transports; 
a soft link that can be established at run time to any processor 
but with longer setup time. Results for the parallel efficiency 
(benchmark I) using the channel's, and transports communi
cation are shown in Table 1 for calculations performed on 10 
and 30 processors, respectively. Significant differences exist 
especially for smaller grid sizes and larger number of proces
sors. Thus, due to the faster communication, channel's com
munication is proposed for computations where grid 
partitioning can result in subdomains with only four neighbors. 
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Table 1 Parallel efficiency on the Meiko Computing Surface for dif
ferent grid sizes and number of processors, using the transports and 
channels communications 

Efr (%> 
61 X II 122 X 22 244 X 44 

10 procs. Meiko (channels) 92.7 96.0 99.3 

Meiko (transports) 81.4 ' 92.1 97.1 

30 procs. Meiko (channels) 80.2 92.7 96.8 

Meiko (transports) 55.5 80.8 92.8 

Table 2 Performance characteristics of parallel platforms used with 
one or more communication possibilities 

Computer 

Meiko (channels) 

Meiko (transports) 

Parsytec (lielios) 

Parsytec (parix) 

Parsytec (message ports) 

Parsytec (dumb links) 

KSR-1 

Convex Meta 

l"> (,,s) 

22 

180 

1340 

70 

180 

56 

no 
370 

lit,- (MB/s) 

1.4 

1.4 

1.4 

1.2 

1.3 

1.3 

7.3 

8 

\IT (MFIops) 

0.45 

0.45 

0.35 

0.35 

0.35 

0.35 

5 

20 

t'"lr 

10 

81 

469 

24.5 

63 

20 

550 

7400 

The latter is possible when simple geometries are considered, 
while for complex geometries with more than one interface per 
subdomain boundary the transport communication must be 
used. 

Different communication possibilities were also tested for a 
Parsytec system which uses the T805 transputer, with a clock 
rate of 30 MHz. For this system four communication possi
bilities exist: (i) dumb links, similar but somewhat slower than 
the above Meiko channels, (ii) message ports with more soft
ware support and flexibility but still slower; (iii) input/output 
of the Helios operating system, the most comfortable but the 
slowest option; and (v) the Parix operating system, the fastest 
communication possibility. A comparison of the speedup fac
tor on the Parsytec using the Parix, and the Helios operating 
system is shown in Fig. 3 for the benchmark (I). The calcu
lations were performed on a 244 x 44 grid. It is seen that com
putations performed using 120 processors, have a speedup 
factor of about 17 percent higher when the Parix operating 
system is used instead of Helios. The difference in the speedup 
corresponds to a total efficiency difference of 14 percent. Con
sequently, the Parix operating system is used due to the faster 
communication it offers. 

Two other parallel machines used in this work were the KSR-
1 from Kendall Square Research and the Convex Meta. The 
KSR-1 consists of proprietary processors each with 40 MFIops 
peak performance and 32 MBytes memory. It is a so-called 
virtual shared memory machine. This system was programmed 
with the TCGMSG message-passing library from Argonne Na
tional Laboratories. The Convex Meta consists of 10 HP 9000/ 
735 workstations which are connected with a FDDI-ring. The 
major parameters influencing the performance of parallel com
putations are: (i) the setup time, tx\ required to enable message 
passing; (ii) the time needed to perform one floating-point 
operation, T, and (iii) the rate at which data is transferred 
between processors, Rlr. In Table 2 the performance charac
teristics for the parallel systems used, including characteristics 
of different communication possibilities, are shown. In the 
following paragraphs it will be shown that the ratio tsit/r is 
the most crucial parameter for describing parallel computing 
efficiency. 

4.2 Efficiency of the Mesh-Sequencing Technique and the 
Single Grid Method. An investigation of the numerical and 
parallel efficiency, for the single grid method and the mesh 
sequencing technique, was obtained for the benchmark (I) on 
the Parsytec system. In Table 3, results for the number of 
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Table 3 Investigation of the number of iterations (numerical efficiency), 
parallel efficiency, and total efficiency on the Parsytec system, for the 
single-grid method and the mesh sequencing technique applied to the 
benchmark I 

11 

1 

10 

30 

60 

Single grid 

iterations 

244x44 

1547 

1547 

1552 

1562 

solver 

efficiencies 

Ep„"' 

100 

96.4 

92.4 

86.9 

E'„" 
100 

96.4 

92.1 

86.1 

Mesh -sequencing 

iterations on the grid levels 

61x11 

109 

110 

110 

110 

122x22 

82 

84 

84 

84 

244x44 

627 

628 

630 

640 

solver 

efficiencies 
j?Par 0Ol 

100 100 

96.4 96.2 

91.8 91.3 

85.0 83.8 

Table 4 Computing time and total efficiencies for the single-grid and 
the mesh-sequencing on the Meiko, Parsytec, and Cray Y-MP machines. 
Results for 64-bits and 32-bits arithmetic (benchmark I, grid 243 x 43, 
SG: single-grid method; MS: mesh-sequencing technique). 

Computing time (h) & (£'(,"' %), grid 244 x 44 

1 proc. 10 30 60 120 

Meiko 64-bit, SG 93.32(100) 9.46(98.6) 3.23(96.3) 1.66(93.7) 

32-bit, SO 67.40(100) 6.79(99.3) 2.32(96.8) 1.19(94.4) 

MS 28.08(100) 2.84(98.9) 0.97(96.5) 0.50(93.6) 

Parsytec SG 59.37(100) 6.16(96.4) 2.15(92.1) 1.15(86.1) 0.61(81.1) 

MS 24.64(100) 2.56(96.2) 0.9(91.3) 0.49(83.8) 0.26(79.0) 

Cray Y-MP, (1 processor) SG: 0.7355 h, MS: 0.30642 h 

iterations, as well as, for the parallel and total efficiency are 
shown for the single grid method and the mesh-sequencing 
technique. In addition, the number of iterations on each grid 
level is also presented for the mesh-sequencing technique. The 
total efficiency was calculated by measuring the computing 
times, on one and n processors, respectively. The parallel ef
ficiency was measured by using a fixed number of outer it
erations. Consequently, E™m = 100 percent, and thus, the total 
efficiency is equal to the parallel efficiency. The results in Table 
3 show that when the number of processors increases, the 
number of outer iterations also increases, especially on the fine 
grid. For computations performed on 60 processors using the 
single grid method, the increase in the number of iterations 
corresponds to a numerical efficiency of 99 percent. As was 
mentioned in the previous sections, this increase is due to the 
parallelization of the implicit part of the method. In the coarse 
grid levels of the mesh-sequencing technique, the number of 
iterations remains almost unchanged when the number of pro
cessors is increased. This is due to the fact that parallelization 
of the implicit solution results in a larger number of iterations 
when the residual level is lower. In the coarse grid levels the 
calculations are terminated when the residuals are two orders 
of magnitude larger than the steady-state convergence crite
rion. Hence, on this residual level grid partitioning does not 
significantly influence the numerical efficiency, at least, for 
the present computations. According to the above results, for 
the performance of the present solver the parallel efficiency 
seems to be more significant than the numerical efficiency. 

Furthermore, the mesh-sequencing technique and the single 
grid method have been compared for benchmarks (I), and (II), 
in Tables 4, and 5, respectively. The calculations were per
formed on the Meiko and Parsytec systems. The acceleration 
factor, using the mesh-sequencing technique, is 2.4 and 1.4 
for the laminar (benchmark I) and turbulent (benchmark II) 
flow, respectively. The total efficiency is higher when the single 
grid method is used instead of the mesh sequencing technique, 
because in the latter case a part of the computations is per
formed on coarser meshes where the parallel efficiency reduces 
according to the analysis of Section 3. 

4.3 Double and Single Precision Computations. The ef
fect of 32-bit and 64-bit arithmetic on the parallel performance 
was studied using the Meiko system and the benchmark (I) 
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Table 5 Computing time, and total efficiency for the benchmark II, for 
various grid sizes and number of processors on the Meiko Computing 
Surface (SG: single-grid method; MS: mesh-sequencing technique) 

-••—•—•- Parix 
-&—&—A- Helios 

Ideal speedup 

grid 

42x22 

82x42 

162x82 

solution 
method 

SG 

SG 

MS 

SG 

MS 

1 proc. 

2.244 
(100) 
36.79 
(100) 

25.68 
(100) 

275.92" 
(100) 

193° 
(100) 

Computing time (h) 

4 

0.5817 
(96.44) 
9.373 

(98.13) 

6.55 
(98) 

69.68 
(99.0) 

48.9 
(98.67) 

8 

0.2988. 
(93.88) 

4.74 

(97) 

3.32 
(96.7) 

35.07 
(98.35) 

24.66 
(97.83) 

& (E>„°>%) (Meiko) 

10 

0.2417 
(92.84)' 

3.8 
(96.82) 

2.66 
(96.54) 

28.41 
(97.12) 

19.92 
(96.9) 

20 

0.124 
(90.48) 

1.965 
(93.61) 

1.38 
(93) 

14.27 
(96.7) 

10.05 
(96) 

40 

0.074 
(75.81) 

1.047 
(87.85) 

0.744 
(86.3) 

7.37 
(93.6) 

5.24 
(92.1) 

"estimated 

Table 6 Computing time, and total efficiency for the benchmark II, for 
various grid sizes and number of processors on the Parsytec machine 
(single-grid algorithm) 

grid 

42x22 

82x42 

162x82 

1 proc. 

1.975 
(100) 

32.4 
(100) 

242.19" 
(100) 

Computing 

4 

0.5188 
(95.17) 

8.3 
(97.59) 

61.638 
(98.23) 

time (h) & (B'„°' % 

8 

0.272 
(90.76) 

4.247 
(95.36) 

31.117 
(97.3) 

10 

0.2252 
(87.7) 

3.413 
(94.93) 

25.07 
(96.6) 

(Parsytec) 

20 

0.1228 
(80.41) 

1.794 
(90.3) 

12.756 
(94.93) 

40 

0.0756 
(65.31) 

0.997 
(81.24) 

6.656 
(90.97) 

Table 7 Computing time, and total efficiency for the benchmark II, for 
various grid sizes and number of processors on the KSR-1 machine; 
comparison with the Cray Y-MP (single-grid algorithm) 

grid 

42 x 22 

82 x 42 

162 x 82 

Cray 

Comput 

1 proc 

0.22 
(100) 

3.5156 
(100) 

26.4755 
(100) 

ng time 

2 

0.1288 
(85.4) 

1.9337 
(91) 

13.93 
(95) 

(h) & (E<°> %) (KSR 

Y-MP (1 processor), grid 162x82 

4 

0.077 
(71.4) 

1.038 
(84.7) 

7.21 
(91.8) 

computing time: 

1) 
8 

0.05814 
(47.3) 

0.6118 
(71.8) 

3.912 
(84.6) 

3.0 h 

Table 8 Computing time, and total efficiency for the benchmark II, for 
various grid sizes and number of processors on the Convex Meta (single-
grid algorithm) 

grid 

82 x 42 

162 x 82 

Computing 

1 proc. 

0.579 

(100) 

4.412 

(100) 

time (h) & (Total Efficiency %) (Convex Meta) 

2 

0.332 

(87.2) 

2.273 

(97.0) 

4 

0.228 
(63.50) 

1.271 
(86.78) 

8 

0.176 
(41.12) 

0.782 
(70.52) 

10 

0.169 
(34.26) 

0.697 
(63.30) 

(Table 4). For a 64-bit arithmetic the computing time is higher 
and the total efficiencies lower, in comparison with the cor
responding computations performed with a 32-bit arithmetic. 
For the present solver numerical experiments showed that a 
32-bit arithmetic provides satisfactory results, and thus the 
following computations were performed with single precision. 

4.4 Single Processor and Mulit-Processor Solutions on 
Various Parallel Systems. A comparison between the Meiko, 
Parsytec, and Cray Y-MP systems is shown in Table 4 for the 
benchmark (I) case. Results for the benchmark (II) are shown 
in Tables 5, 6, 7, and 8 for computations performed on the 
Meiko, Parsytec, KSR-1 and Cray Y-MP, and Convex Meta, 
respectively. In these tables, the computing time and total 
efficiencies for various number of processors are shown. For 
the computations performed on one T800 or T805 using the 
finest grid, an extreme computing time was needed. In these 

* 
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20 

Pnraytoc 
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-
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60 80 
ProoBBaors 

Fig. 3 Comparison between the Parix and Helios operating systems 
for the speedup on the Parsytec machine using the benchmark I (grid 
243 x 43) 

cases the computing time, on one T800 or T805 transputer, 
has not been measured, but has been estimated by first per
forming the computations on a Sun-ELC workstation. From 
these computations the number of iterations was determined, 
and thus, the execution time on one T800 and T805 transputers 
was easily estimated. 

In Tables 4-8 it is seen that the highest efficiencies are ob
tained for parallel systems with the smallest fet/r ratio (see 
Table 2). For systems with high fVr ratio (e.g., KSR-1, Con
vex Meta) the effect of communication is extremely significant 
when using small grid sizes. The transputer systems present 
very satisfactory efficiencies even on the coarse grids. For finer 
grids the differences between the transputer systems and the 
KSR-1 or Convex Meta machines are significantly less. Fur
thermore, longer computing times are observed for the tran
sputer systems than for the KSR-1 or the Convex Meta 
machines, and this is due to the slow T800 and T805 transpu
ters. The fastest solution is achieved on the Convex Meta 
system, which provides a very satisfied run time in comparison 
with the transputer systems or the Cray Y-MP. This is actually 
a workstation cluster system and one of the differences it has 
to that of a traditional parallel system is the imbalance between 
communication and arithmetic performance. Therefore, the 
efficiency is always worse than a transputer system, but the 
wall clock time is much shorter. The calculations on one pro
cessor of the Cray Y-MP were performed using vectorization 
of the programme loops. This "poor" vectorization results in 
six times faster computations than the scalar ones. The com
puting times on the parallel platforms are satisfactory in com
parison with the corresponding times on one processor of the 
Cray Y-MP. 

4.5 Prediction of the Parallel Efficiency. The theoretical 
model for the parallel efficiency was verified by comparing 
predicted with measured efficiencies on the Meiko system. 
These comparisons were obtained for the benchmark (I), and 
they are shown for both the single grid method and the mesh-
sequencing technique in Fig. 4(a, b) respectively. The agree
ment between measured and predicted efficiencies is satisfac
tory. The theoretical model can be effectively used as a measure 
index before computations are performed on a large number 
of processors. 

5 Conclusions 
Hardware and software issues influencing the performance 

of parallel computations were investigated by employing a 
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Fig. 4 Comparison of the predicted and measured values of the parallel 
efficiency for the benchmark (I); (a) single level (one grid), (ft) multi-level 
(mesh-sequencing) 

parallel Navier-Stokes code. The computations on four parallel 
architectures revealed the ratio of communication setup time 
to the time needed for one floating point operation, (fci/r), 
as the critical hardware parameter for the communication, and 
thus, for the parallel efficiency of computations. The highest 
efficiency was always achieved for the smallest fa/T ratio. 
Furthermore, the computing time must seriously be considered 
for the characterization of a parallel platform. The commu
nication procedure can also strongly affect the performance 
of parallel computations, and this factor has to be taken into 
account when the parallel platform used has more than one 
communication possibility. 

It seems the parallel efficiency is more decisive than the 
numerical one for the present algorithm. The mesh-sequencing 
technique presents slightly lower total efficiency than the single 
grid method but it results in less computing time. The effects 
of the grid partitioning on the numerical efficiency of the coarse 
grid levels in the mesh-sequencing technique seem to be weak. 
A theoretical model for the parallel efficiency was also de
veloped and the computations showed good agreement between 
measured and predicted efficiencies. The performance anal
ysis, as well as, the computations with different grids and on 
various number of processors showed a reduction in the total 
efficiency when the number of processors increases and the 
gird size is considered constant. Furthermore, for a constant 
number of processors the performance is higher when the grid 
size (i.e., the load per processor) is increased. Finally, a 64-
bit arithmetic results in a computing time increase and a total 
efficiency reduction. 
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Unsteady Flow in Diffusers 
Theflo w in a diffuser is unsteady in the range of optimum pressure reco very; diffusers 
can therefore be a major source of noise in pipework systems. A theory is developed 
to predict the frequency of this noise and good agreement with experimental results, 
for both conical and rectangular diffusers, is demonstrated. The acoustics of the 
duct to which a diffuser is connected are found to have a crucial effect on the 
unsteady flow within the diffuser, a point which has been overlooked previously in 
the literature. Once this is recognized, it is possible to reconcile experimental results 
for air and water diffusers. 

1 Introduction 
Diffusers are used extensively in pipework systems to slow 

down a mean flow, converting its kinetic energy into a pressure 
rise. Much attention has been given to the mean flow in dif
fusers. That flow is characterized by a nondimensional pressure 
recovery coefficient Cp, which is defined to be the mean pres
sure difference across the diffuser, Ap, non-dimensionalized 
on the mean dynamic head at inlet to the diffuser, pu\/1. Cp 
is found to depend strongly on the diffuser geometry and the 
aerodynamic blockage at inlet to the diffuser, and only weakly 
on other flow parameters like Reynolds number, Mach num
ber, velocity profile and turbulence level at inlet (Japikse, 
1984). 

Fox and Kline (1962) and Runstadler et al. (1975) give per
formance maps for rectangular diffusers of length LD, width 
W\ and divergence angle 26, as illustrated in Fig. 1. The various 
flow regimes are described by Kline (1959). For very small 
divergence angles there is no appreciable reversed flow in the 
diffuser. But, as 20 is increased for fixed W\/LD, the adverse 
pressure gradient along the diffuser causes flow separation, 
with an appreciable back-flow within the diffuser. The flow 
in the diffuser is then highly unsteady, a phenomenon which 
is commonly referred to as "transitory stall." As 26 is increased 
still further, the stall becomes fully developed. In this regime 
the main flow follows one wall and is relatively steady. Finally, 
at still larger divergence angles, the flow separates from both 
walls forming a jet. McDonald and Fox (1966) identify a similar 
set of flow regimes and performance maps for conical diffus
ers. 

In a rectangular diffuser with fixed W\/LD, the nondimen
sional pressure recovery is maximal for 26 approximately equal 
to 10 deg, the precise value depending on the other flow pa
rameters. This is in the transitory stall regime. Our aim is to 
predict the frequency of the transitory stall. Diffusers could 
then be designed to operate in this regime, with their frequency 
of flow oscillation well away from any structural resonances 
of the pipework. Diffusers are commonly used to slow down 
a flow for subsequent burning. The frequencies of any com
bustion oscillations could also be avoided in a similar way. 
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Transitory stall has been mentioned by many researchers 
but few quantitative studies are reported. The earliest was on 
rectangular water diffusers. Smith and Kline (1974) used flow 
visualization to determine the period 7̂  of fluctuations in the 
exit velocity. They found that their observed periods of tran
sitory stall could be scaled according to U\TS/(LW sin 26) = 
180 ± 60, where Lw is the diffuser wall length. This scaling 
was derived from limited data, involving just two mean flow 
speeds and three diffuser wall lengths. In the same paper, Smith 
and Kline reported four results for air diffusers which were 
found to have a similar scaling. However, when Smith and 
Layne (1979) set out to repeat the air diffuser experiments, 
they found a different behavior. They proposed uxTs/(Lwsin 
26) = 4000 with 40 percent scatter in the data points, again 
based on two inlet velocities and three diffuser lengths. A 
second shorter time-scale (juxTs/(Lwsin 26) = 1000) was also 
observed, contrary to the previous water experiments where 
only one time-scale was found. Smith (1978) attempted to 
collapse these stall periods onto a revised parameter. In order 
to account for the difference between air and water diffusers, 
he proposed a further scaling on inlet Reynolds number Rej. 
By simply multiplying the previous nondimensional parameter 
by the factor Re", he found that for the longer time-scale, he 

I- 190 or 360 -

pressure tappings 

a) conical 

area A (2) area A2 

'60^, ( - ; = 140 - J - L„ = 300 , 

b) rectangular 
Fig. 1 The dimensions of the diffusers 
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could bracket 95 percent of the available data to S = Î T̂ Re™/ 
(Z,IPsin 20) = 0.10 ± 0.04, with a = -0.825. For the shorter 
time scale, the same parameter gave S = 0.026 ± 0.006. Smith 
recommended that this new correlation should be treated with 
some caution, since it was established using data from only 
four different Reynolds numbers. 

An experimental investigation of transitory stall, in both 
rectangular and conical air diffusers, is described in Section 
2. In these experiments, we find that the stall frequency does 
not scale on Smith's parameter as the flow conditions change. 
Moreover, the geometry of the duct to which a diffuser is 
connected is found to have significant effects on the stall fre
quency. This leads to the conclusion that transitory stall is not 
solely a function of the diffuser but also of its unsteady cou
pling to the connecting devices. Consequently, there is a need 
for a more careful analysis than a single nondimensional time-
scale. 

A theory is developed in Section 3 to calculate the frequency 
of transitory stall. It takes full account of the acoustics of the 
connecting devices and gives good agreement with our exper
imental frequencies for air diff users. Moreover, on applying 
the same theory to Smith and Kline's (1974) experiments, we 
successfully obtain the stall frequencies in their water exper
iments. 

2 Experiment 
Experiments were conducted on both conical and rectangular 

diffusers. The inlet pipe has a smooth entrance, followed by 
a section of straight ducting of variable length / and the same 
cross-section as the diffuser inlet. Trip-rings can be inserted 
into the inlet pipe to alter the inlet blockage to the diffuser. 
The diffuser exhausts into a 1.82 X 1.21 x 1.21 m3 plenum 
chamber which in turn is connected to an axial blower by 12.5 
m of ducting of 0.18 m diameter. 

Two conical diffusers were investigated. Each diffuser has 
divergence angle 26 = 16 deg, inlet diameter d = 95 mm. 
Their length/diameter ratios are 2 and 4, leading to area ratios 
of 2.4 and 4.5, respectively. The geometries of the two diffusers 
are summarized in Fig. 1(a). These geometries are taken from 
the performance map produced by McDonald and Fox (1966), 
where they are reported to be in the "transitory" and "fixed 
intermittent transitory" stall regimes, respectively. Three dif
ferent inlet pipe lengths were used, 1 = 0, 200 and 400 mm. 
The inlet blockage to the diffuser could be varied between 0 
and 16 percent by changes in the length of the inlet pipe and/ 
or by the insertion of various trip-rings. The flow in the dif
fusers was investigated for mean inlet velocities T7i in the range 
22 to 62 m/s (Red = 1.4 X 105 - 4.0 X 105). 

Experiments on the rectangular diffuser have concentrated 
on the effects of diffuser divergence angle. Figure \(b) shows 
the dimensions of the rectangular diffuser. The diffuser length/ 
inlet height ratio is 7.5 and the inlet aspect ratio is 4. During 
the experiment, the wall angle 28 was varied from 8 to 30 deg 
and the mean inlet velocity from 21 to 47 m/s (Re! - 5.5 x 
104 - 1.3 x 105), while the inlet blockage was maintained at 
13 ± 1 percent. 

Pressure measurements are made by two Druck PDCR 800 
pressure transducers (range ±70 mbar with a corresponding 
output of ± 17 mV). The first stage of amplification uses a 
low noise OP-27G operational amplifier by Analog Devices. 
The transducers are connected to the diffuser and the inlet 
pipe through plastic hoses and tappings of diameter 2.5 mm 
mounted flush in the walls. At frequencies of interest (less than 
25 Hz), attenuation and phase errors induced by these con
nections are negligible in theory (Tijdeman, 1975). The diffuser 
inlet gauge pressure, p\, is measured on the straight inlet pipe 
immediately upstream of the sloping wall. The exit pressure, 
p2, is measured on the sloping wall just before flow is dis
charged into the plenum chamber. The recovery pressure, Ap, 

IPafMz 

10 12 
frequency, Hz 

Fig. 2 The power spectral density of pressure fluctuations in a conical 
diffuser of length/diameter ratio 4, u, = 30 m/s and / = 400 mm. 

is measured directly by a pressure transducer connected across 
these two positions. The transducer accuracy, as calibrated by 
the manufacturer (<0.06 percent full-scale), leads to errors of 
less than ± 1 percent within our data range. 

Volume flow rate and inlet velocity may be deduced from 
the static pressure p: measured at one inlet diameter (conical) 
or one inlet width Wx (rectangular) downstream of the intake 
end of the straight inlet section (for the / = 0 mm case in 
conical diffuser, p, is taken to be equal to p\). Here the area 
blockage is found by hot-wire measurements to be less than 
0.5 percent. By assuming an inviscid uniform flow at this 
section and neglecting the inertial term in the unsteady Ber
noulli's equation, the instantaneous inlet dynamic head can be 
equated to the instantaneous gauge pressure /?,-. Including the 
uncertainties in pressure measurement, this gives a maximum 
total error of ± 5 percent in unsteady measurements of the 
dynamic head and of ± 3 percent in time-averaged inlet velocity 
and volume flow rate measurements. 

Time-history measurements are made by feeding the pream-
plified transducer signals to a 12-bit Microlink data acquisition 
system. A 80 Hz cut-off loss-pass anti-aliasing analogue filter 
is used for each logging channel at the sampling rate of 200 
Hz. The maximum error due to quantization is 0.5 percent. 
Spectral data are collected by a Hewlett-Packard 5420B digital 
signal analyzer. 

Conical Diffuser Results. Typical spectra for px and pi are 
shown in Fig. 2. The power spectral density of px has a peak 
at around 3 Hz, while fluctuations in/>2 are weaker and contain 
frequencies from about 4 Hz to the steady state. Comparison 
of the spectra for different inlet velocities and diffuser con
figurations shows that the amplitude of the fluctuations in
creases with increasing inlet velocity and diffuser length, in 
agreement with Smith and Layne's (1979) observations of rec
tangular diffusers. The unsteady power is reduced by increasing 
the inlet blockage. 

The dependence on inlet velocity of the frequency of the 
peak in the ̂ -spectrum is summarized in Table 1. In contra
diction to Smith's nondimensional scaling, the frequency ac
tually decreases with increasing velocity. The frequency reduces 
with increasing diffuser length. It is found not to be affected 
by inlet blockage, but is influenced by the length of the inlet 
ducting (Table 2). This leads us to believe that the unsteady 
flow is not solely a function of the diffuser, but that it also 
depends on the connecting devices. 

We introduce an unsteady pressure recovery coefficient, 
Cp(t), defined to be the instantaneous pressure difference 
across the diffuser, Ap(t), divided by the instantaneous dy
namic head at inlet. The pressure difference Ap{t) is measured 
directly. We have already noted that the inlet dynamic head 
can be deduced from pt{t) in the inlet pipe with an error of 
±5 percent. Hence Cp(t) — -Ap(t)/pj(t). The time history 
of the pressure recovery coefficient is shown in Fig. 3. It is 
unlikely that a total washout of stall occurs, because the in-
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Table 1^ The variation of the frequency of the peak in the prspectrum, 
/s with u, for conical diffuser of length/diameter ratio 4, I = 400 mm. 

Ui(m/s) 
23 
30 
36 
46 

Experimental peak 
frequency (Hz) 

3.2 
3.0 
2.7 
2.0 

Calculated 
frequency (Hz) 

2.98 
2.76 
2.46 
1.84 

Table 2 The variation of the frequency of the peak in the prspectrum 
with / for the conical diffuser of length/diameter ratio 4 and u, = 
30 m/s. 

l(mm) 
0 

200 
400 

Experimental peak 
frequency (Hz) 

4.7 
3.8 
2.7 

Calculated 
frequency (Hz) 

4.58 
3.34 
2.76 

Q8 

0.6 

QM 

0.2 

0 
- 0 . 2 -

time, seconds 
Fig.3 The pressure recovery coefficient, Cp = Ap/(pu*l2), for the conical 
diffusers, u, = 30 m/s, length/diameter ratio 4, — instantaneous Cp, -
- ideal C^ length/diameter ratio 2, • • • instantaneous Cp, - • - • ideal 

stantaneous values of Cp are always much less than the ideal 
values. 

Flow visualization, with both tufts and smoke, was used to 
investigate the stall movement. The tufts were observed to 
reverse direction over a time interval of several seconds. While 
the tufts are pointing upstream, indicating reversed flow at 
those locations, they flicker rapidly both perpendicular to and 
sideways along the wall at a frequency of several Hertz. The 
flickering indicates local stall movements, while the reverses 
in tuft direction must be caused by a major shift in the position 
of the stall. To clarify the interpretation, smoke was injected 
at the bottom of the diffuser and a video made of the flow. 
The smoke is observed either to fill up a whole stall cell or to 
be carried straight down the diffuser in periods of seconds. 
Furthermore, at times when the smoke is trapped inside the 
stall cell, the whole stall can be observed to oscillate in the 
streamwise direction at a frequency of several Hertz. The most 
vigorous oscillations, however, are at the upstream edge, where 
the separation point is seen to move between the throat up to 
half way along the diffuser. As the smoke in a stall cell at the 
bottom of the diffuser is washed away, without exception, a 
stall forms at the top. This is visualized by tufts at the top 
suddenly reversing direction to point upstream. Therefore, the 
stall is not washed out, but rather switches intermittently from 
side to side. This explains why all the measured instantaneous 
values of Cp are so much less than the ideal values (Fig. 3). 

We therefore have two modes of unsteadiness. The first is 
associated with oscillations of the upstream edge of the stall 
cell. It has a strong amplitude and a distinctive frequency. The 

divergence angle. 2 divergence angle, 28 

Fig. 4 Contours of (i) Cp and (ii) C'p as functions of divergence angle 
20 and inlet Reynolds number for trie"rectangular diffuser 

second mode is a consequence of shifts of the whole stall from 
one side of the diffuser to the other. It occurs relatively in
frequently and intermittently, and only has a weak effect on 
the value of Cp. Most of our attention is given to the first 
mode of oscillation which is both stronger and more periodic. 

Rectangular Diffuser Results. Flow visualization, with 
smoke in the rectangular diffuser, shows vigorous oscillation 
of the upstream edge of the stall cells, just as in the conical 
diffuser. The stall cells are to be found mostly in the corners 
and switch from one corner to another over an interval of 
seconds in an apparently random way. 

Measured values of Cp and C'Pms are shown in Fig. 4, where 
C'Pt is the rms value of the pressure rise across the diffuser 
nondimensionalized on the mean inlet dynamic head (Smith 
and Layne, 1979). Over the range of 20 investigated, all in
stantaneous values of Cp are too low for total stall wash-out 
and, as for the conical diffuser, the unsteadiness is due to 
alterations in the stall position. This is in contradiction with 
Smith and Layne's (1979) suggestion that there are complete 
stall washouts. However, since their C'Prms is actually slightly 
smaller than ours (Smith and Layne, 1979, Figs. 2-4), it is 
likely that their observed low frequency oscillations were a 
result of stall_switches like ours. At small diffuser angles, 26 
< 12.5 deg, Cp rises with increasing 26 and is independent of 
Rei. Maximum recovery occurs at 26 around 10 to 14 deg. The 
closely spaced contours from Cp = 0.48 to 0.35 suggest a rapid 
growth of stall as 26 increases from 16 to 22 deg. We see from 
Fig. 4 (ii) that this is accompanied by a continuous rise in 
unsteadiness. A similar observation was made by Smith and 
Layne (1979). The maximum unsteadiness is found to occur 
at around 26 = 21 to 26 deg at high Re^ This agrees with 
Smith and Layne's observation of maximum unsteadiness for 
26 in the range 20 to 24 deg at high Re!. The amplitudes of 
the fluctuations are also comparable. 

Figure 5 shows typical power spectral densities of p\. Just 
as for the conical diffuser, there is a local peak in the pressure 
spectrum. For low values of 26 (26 < 16 deg), this peak occurs 
around 3 to 5 Hz, and is labeled fs. A comparison of Fig. 5a 
(i)-(ii) and Fig. Sb (i)-(ii) shows that for this range of 26 the 
frequency of peak unsteadiness decreases with increasing inlet 
velocity. A similar observation was made for the 16 deg conical 
diffuser (Table 1). Higher inlet velocity also tends to make the 
spectrum broader. Increasing 26 from 16 to 20 deg leads to an 
abrupt change in the spectral composition. We have already 
rioted that there is a dramatic drop in Cp and a rise in flow 
unsteadiness in this range. A comparison of Fig. 5a (ii) and 
(iii) or Fig. 5b (ii) and (iii) shows that this is accompanied by 
the spectral peak moving to a higher frequency and becoming 
broader. For 26 > 20 deg, the frequency of peak unsteadiness 
in pi tends to increase for higher inlet velocity as suggested by 
Smith and Kline's (1974) scaling. 

We clearly have two different types of unsteady flow with 
an abrupt transition between them. For 26 < 16 deg, the 
frequency of peak unsteadiness tends to decrease with inlet 
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Fig. 5 The variation in the spectral density of inlet pressure p, with 
divergence angle 2fl for the rectangular diffuser. fT is the theoretical 
frequency, calculated using the steady-stall model in (i), (ii) and the lag-
law in (Hi), (iv). I fs marks the peak in the pressure (fs is used in Fig. 6). 
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Fig. 6 Comparison of experimental and theoretical frequencies for: a 
u, = 22 m/s, a u, = 29 m/s, A u, = 33 m/s, T U, = 39 m/s. Closed 
symbols are for 20 s 16 deg and are calculated using the steady stall 
model Eq. (8). Open symbols are for 20 > 20 deg and are calculated 
using the lag-law Eq. (13). 

velocity. This is the range of most practical significance because 
it encompasses the divergence angles giving maximum mean 
pressure recovery. For 20 > 20 deg, the frequencies of oscil
lation tend to be higher, more broad-band and increase with 
increasing inlet velocity. Flow visualization shows the stall to 
be highly unsteady for this range of divergence angles. Some 
of these trends are summarized in Fig. 6. 

3 Theory 

Since the fluctuations are of low frequency, the inlet pipe 
and the diffuser are so compact that the flow in them can be 
treated as incompressible. Application of the unsteady form 
of Bernoulli's equation along a streamline from ambient con
ditions to the inlet of the diffuser gives 

1 2 d f1 

dt J0 
d l=p a (1) 

cross-sectional area, this may be rewritten for linear pertur
bations of frequency w as 

Pi + puiul + piuLinU[ = 0, (2) 

where the overbar denotes a mean value and the circumflex a 
complex amplitude. Lin is the effective length of the inlet pipe. 
Levine and Schwinger (1948) showed that!-,,, = / + 0.3Z3 for 
an inlet pipe of circular cross-section. We therefore take Lm 

= I + 0.3(44i/ir) l /2 for a rectangular diffuser of inlet area 
A\ and modest'aspect ratio. Although this end correction is 
found to have little effect on the numerical results. 

Even within the diffuser the flow outside the stall cell can 
be considered to be in viscid. Let uc% denote the velocity at exit 
from the diffuser in this inviscid core flow. Then Bernoulli's 
equation applied along the diffuser to the core flow gives 

1 , 1 , d 
Urdx. (3) 

If we assume that the velocity varies approximately linearly 
along the diffuser core flow, this equation simplifies to 

P\ + PU\U\ =p2 + puCluCl + - iupL (tf, + uCl) (4) 

where L is the effective length of the diffuser. The end cor
rection for low frequency oscillations in a circular pipe of 
diameter D, with a mean exit flow, i£0.13Z> (Rienstra, 1981). 
We therefore take L = LD + 0.n(4AC2/ir)ln, where Ac is the 
cross-sectional area of core flow at the diffuser exit. Although 
once again the end correction does not alter the results sig
nificantly. 

The plenum volume Vp is sufficiently large for compressi
bility effects to be significant. Essentially, it behaves like the 
bulb of a Helmholtz resonator. Applying continuity from the 
diffuser entrance to the plenum exit yields pA\U\ = Vp(dpp/ 
dt) when the flow at the plenum exit is steady. For fluctuations 
of frequency w, this can be rewritten in the form 

Mi«r 
i«K„ 

A=o , (5) 

where c is the speed of sound. 
The transfer function between p2 and ux can be measured 

to confirm this relationship. We find that Eq. (5) predicts this 
transfer function well for all but very low frequencies ( < 2 Hz, 
see Kwong, 1992, Fig. 2.39). For these very low frequencies 
the flow at the plenum exit is unsteady and the propagation 
of acoustic waves along the exhaust ducting from the plenum 
exit to the blower must be taken into account. Once these are 
included the theoretical transfer function has a more compli
cated form and agrees well with the low frequency measure
ments (Kwong, 1992, Fig. 2.38). 

One further equation, describing the unsteady flow in the 
diffuser, is required to determine the frequency of stall oscil
lations. In our experiments on the conical diffuser and the 
rectangular diffuser (20 < 16 deg), we found that the un
steadiness was primarily due to the stall altering position within 
the diffuser. Our first stall model assumes volume of the stall 
cell within the diffuser, the rate of entrainment into the stall 
cell and the core flow exit area to be constant. Then continuity 
gives 

uxAx = uClAcv (6) 

where the core exit area AC2 is equal to / l i / ( l - CP)U2. We 
refer to this as the "steady stall" model. 

Elimination of p\, p2, d\, and uCl from Eqs. (2), (4), (5), 
and (6) leads to an eigenvalue equation for OJ, the frequency 
of oscillation. The roots are 

01= ± 

Since the inlet pipe is straight and of length / with uniform 

2 «1 

^~AT2 ^ A. 
.i.2.1 

Z L,e_n 
(7) 
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Leq is the equivalent length of the diffuser and inlet pipe: 
1 

Lea = L,, + -L\ 1 + (8) 

and oi0 = c(Al/LeqVp)
i/2 is the Helmholtz resonance fre

quency. 
Note that when there is no mean flow the eigenfrequency is 

just the Helmholtz resonance frequency. In general, Real(co) 
gives the frequency of oscillation, while Im(co) describes the 
damping. The frequency, fT, given by Eq. (7) agrees well with 
the measurements on the conical diffuser. It accurately predicts 
the variation of frequency with inlet velocity and inlet length 
(Tables 1 and 2). It also gives reasonable agreement with the 
observed frequency of oscillation in rectangular diffusers with 
small divergence angles (20 < 16 deg) as shown by the results 
in Figs. 5 and 6. In particular, the predicted frequency decreases 
as xi\ increases in agreement with the experimental results. 
Moreover, it is clear from Eq. (7) that the nondimensional 
damping factor increases with inlet velocity. This is compatible 
with the broadening of the frequency spectrum at higher uu 
as noted from Fig. 5. 

At large divergence angles (20 > 20 deg), flow visualization 
showed the flow in the rectangular diffuser to be highly un
steady. In this regime we do not believe that fluctuations in 
U\ are immediately mimicked by changes in uCxas in the "steady 
stall" model. Instead, we expect a sudden increase in ux to 
either cause the stall cell to retreat downstream or to increase 
the rate of entrainment of stalled fluid into the core. In either 
case, uC2 is prevented from building up suddenly. We describe 
this time delay in the response of uC2 through a lag equation: 

duC2 
Td~dT"Uc*s~Ucr (9) 

MC is the steady-state value of uc corresponding to the in-
•*c2ss 

stantaneous value of U\ (i.e., uC2ss = U\A\/AC2). Note that for 
Td = 0, Eq. (9) reduces to the steady stall model. In general, 
Trf is the time constant of the diffuser's response. Typically we 
might expect it to be of the order of the travel time through 
the diffuser, i.e., of order Ld/uc. A similar lag equation has 
been used by Greitzer (1976) to describe the time delay between 
changes in pressure ratio and mass flow rate in a compressor. 

As a check on the lag equation, we applied it to the nonlinear 
build up of stall in a wide-angled rectangular diffuser. Stall 
can be virtually eliminated from this diffuser by using wall 
jets to inject high momentum fluid into the wall region of the 
diffuser. When the jets are switched off, the stall builds up. 
Using the measured Ui (0 , Eq. (9) can be integrated with respect 
to time to give uC2(t). A prediction for Ap(t) then follows 
from the unsteady Bernoulli Eqs. (1) and (3). For rrf = Ld/ 
« c , this prediction closely matches the measured Ap(t) (Fig. 
7). 

For linear perturbations of frequency co the lag law in Eq. 
(9) simplifies to 

" l 
02 AC2l+iwTd' 

(10) 

When this is combined with Eqs. (2), (4), and (5) it leads to 
a cubic equation with real coefficients for iw. One root of w 
is purely imaginary and describes a decaying mode. The other 
two roots are, in general, complex. Then Real(oo) gives the 
frequency of oscillation and Im(co) the damping. This fre
quency is plotted in Figs. 5 and 6 for a range of experimental 
conditions. There is reasonably good agreement between the 
measured frequency of peak unsteadiness and that predicted. 

We do not have enough information about the geometry to 
compare Smith and Layne's (1979) air diffuser results with 
theory. They report very low frequency oscillations with pe
riods of seconds. Their plenum of volume 3.5 m3 would not 

0.2 0.3 0.4 0.5 0.6 

Time (sec) 

Fig. 7 The time history of Ap(f) during stall build up — measured; 
• • • • calculated from measured u,(r) using the lag-law 

be able to isolate these low frequency disturbances in the dif
fuser from the unsteady behavior of the compressor and its 
ducting. Details of the compressor characteristic and the duct
ing from the plenum to the compressor are needed to calculate 
such low frequency oscillations. 

Smith and Kline's (1974) water diffuser exhausts into a tank 
of surface area AT, the level of the water in the tank being 
controlled by a weir of width b. Continuity applied from the 
diffuser inlet to the weir gives 

, „ dh „ 
UiAi=AT—+Q0, dt (11) 

where h is the height of the free surface above the weir and 
Q0 the volume flow rate over the weir. For very low frequency 
oscillations we can use the quasi-steady result, Q0 -
2CDbh(2gh)W2/3 (Massey, 1983), where CD is the discharge 
coefficient. Linearizing Eq. (11) leads to 

uxAl = [ATio1+CDb(2gh)y2]fi, (12) 
for linear perturbations of frequency o>. Now for low frequency 
fluctuations the pressure at the diffuser exit, p2, is equal to 
pgh, and hence Eq. (12) can be written as 

pM>=[^+c^y/2"k d3) 
The first term on the right-hand side of Eq. (13) accounts for 
the rate of storage of water in the tank, while the last term 
describes the unsteady mass flowing over the weir. 

The frequency of oscillation follows from combining Eq. 
(13) with Eqs. (2), (4), and (6): 

«?-
1 u,A\ CDb(2ghY 
^ \*-'eqA-c 

U\A\ CDb(2ghY 

2 \LeqA c2 

(14) 

where Leq is defined in Eq. (8) and «i = <&Ax/LeqAirn. With 
the mean depth HT and volume of water VT in the tank, W] 
can be rewritten as (gA\HT/LeqVT)in. If we replace gHT by 
c2, this is directly comparable to the Helmholtz resonance 
frequency co0 = c(Ai/LeqVp)

U2 defined earlier. It is now ap
parent why the transitory stall frequency in air and water 
diffusers depends in such a different way on the flow param
eters. It is not a Reynolds number effect as postulated by Smith 
(1978). Rather it occurs because of the different ways in which 
the mass fluctuates in the downstream plenum, compressibility 
effects being important in air, and oscillations of the free 
surface in water. The difference between the two wave speeds 
describing these effects is considerable, e.g., for water depth 
of = 0.5 m, c/(gHT)m « 150. 

We can check the frequency of oscillation predicted by Eq. 
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Fig. 8 Histogram of stall periods for a water diffuser (from Smith and 
Kline, 1974). TT\s the theoretical period calculated from Eq. (14). 

(14) by comparing it with Smith and Kline's (1974) experi
mental results. In their Fig. 4 (reproduced here in Fig. 8) they 
give a histogram for the stall periods of a water diffuser with 
«i = 0.3 m/s, Wx = 25.4 mm, Lin = 0.3 m, 26 = 15 deg, 
Lw/Wx = 11.25 and an inlet aspect ratio of 10. The pressure 
recovery coefficient is not reported and we take Cp = 0.5. The 
sketch of the discharge tank (Smith and Kline, 1974, Fig. 2) 
suggests b = 0.6 m and AT = 1.5 m^ For a typical discharge 
coefficient CD = 0.6 (Massey, 1983), h = 15 mm follows from 
the mean of Eq. (11). Substitution of these values of the pa
rameters into Eq. (14) leads to a period of oscillation of 23.5 
seconds. We see from a comparison with the data in Fig. 8 
that this agrees well with Smith and Kline's observations. 

4 Conclusions 
The frequency of transitory stall oscillations is affected by 

the unsteady coupling between the diffuser and other pipework 
components. Having recognized this, a theory has been de
veloped that satisfactorily predicts the frequency for both air 
and water diffusers. 

We have observed an abrupt change in the nature of the 
unsteady flow in a diffuser as the divergence angle is increased. 
The change happens as 20 increases from about 16 to 20 deg 
and accompanies a rapid drop in mean pressure recovery. For 
20 < 16 deg, we have developed a model to describe the system 
theoretically. This is the range of most practical significance 
because it includes the divergence angles which give maximum 
mean pressure recovery. The theory simply assumes the ef

fective core passage area within the diffuser to be independent 
of time. Predicted frequencies of oscillation follow from cou
pling the unsteady flow in the diffuser to the appropriate 
boundary condition. Good agreement is found between the 
measured frequencies of peak unsteadiness and these predic
tions. For large divergence angles, 26 > 20 deg, the frequencies 
of oscillation tend to be higher and the spectrum is more broad
band. Flow visualization shows the stall to be highly unsteady 
and stall motion needs to be included into the theoretical model. 
We describe this by a simple lag law and once again obtain 
satisfactory agreement with the experimental results. 
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easurements of the Turbulence 
Structure Downstream of a Tube 
Bundle at High Reynolds Numbers 
Mean and turbulent velocity profiles are measured in natural gas at a static pressure 
of approximately 5200 kPa and a Reynolds number of around 7x 106. These meas
urements are obtained by conventional hot film anemometry suitably modified for 
use in a natural gas environment. Measurements are taken in a 102.26 mm nominal 
diameter pipe following a development length of around 76D. The mean velocity 
profile and the turbulence intensities at this location are typical for a fully developed 
pipe flow. Further, measurements downstream of a 19 tube bundle flow conditioner 
are also presented. The tube bundle is traversed downstream of a 90 degree, long 
radius (r = 1.5D) elbow and the measurements are taken at 19D downstream of 
the elbow exit. Measurements include those of the axial mean and turbulent velocities 
and the integral length scales. It is found that the decay of turbulence is slower and 
the magnitude of the length scale is smaller in comparison to measurements at lower 
Reynolds numbers. Orifice meter comparisons, performed in a 19D test section 
(meter run), confirm earlier findings that turbulence is one of the factors that affects 
orifice meter accuracy. 

Introduction 
Past research, mostly initiated by the natural gas industry, 

has established a correlation between mean velocity profiles 
and orifice metering accuracy. Recently, Karnik et al. (1994) 
have postulated that orifice metering error can also be attrib
uted to turbulence. Following their measurements in an air 
loop (Re ~ 1 X 105) they conclude that for the same mean 
velocity profile higher turbulence intensity could result in a 
higher pressure difference across the orifice plate and hence a 
lower discharge coefficient (Q) and vice versa. 

Turbulence profiles have also been measured downstream 
of installations and tube bundles by Morrow and Park (1992) 
and Mattingly and Yeh (1991). The former use a single hot 
film in a nitrogen loop (Re » 9 X 105) where as the latter use 
LDV in a water loop (Re » 1 X 105). Some measurements of 
Morrow and Park (1992) and Park et al. (1992) support the 
above theory. For example, Park et al. (1992) state that in one 
of their experiments, a nearly ideal mean velocity profile with 
a turbulence intensity significantly lower than Laufer's ref
erence value resulted in a +0.45 percent shift in Cd. Also, 
Morrow and Park (1992) show measurements for two config
urations where although the mean velocity profiles are similar 
the turbulence intensities are quite different. If the hypothesis 
proposed by Karnik et al. (1994) is applied then their measured 
shift in Q can be predicted. 

Thus, it appears that turbulence is indeed one of the factors 
responsible for metering error. Measurements at lower Reyn-
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olds numbers are usually extrapolated to higher Reynolds num
bers. However, this extrapolation involves some uncertainty, 
particularly if high accuracy is desired. Hence, it was thought 
worthwhile to explore the measurement of turbulence intensity 
in natural gas at conditions typical for the natural gas industry. 

Experimental Facility 
Experiments were conducted in a 102.26 mm nominal di

ameter pipe loop at NOVA's gas dynamic test facility. The 
static pressure was around 5200 kPa. At an average velocity 
of around 16.6 m/s, the pipe Reynolds number was evaluated 
to be 7 x 106. The experimental set up is shown in Fig. 1. The 
reference profile was measured at the exit of a 76D, specially 
fabricated, single honed spool piece with a measured roughness 
of around 2.54 tun. (100 tun.). In the case of the two elbows 
in plane, the separation between the elbows was around 10D 
and the profiles downstream of the second elbow were similar 
to those of a single 90 degree elbow (Karnik et al., 1991). A 
single elbow (r = 1.5D) is a typical installation prevalent in 
the natural gas industry. A 19-tube bundle, meeting AGA 
standards, is commonly used to eliminate flow non-uniform
ities resulting from such installations. The present tube bundle 
consisted of 19 tubes arranged in a concentric pattern. Each 
tube had an internal diameter of 18.16mm and an outside 
diameter of 20.70 mm. 

The traversing assembly (positioning uncertainty of ±0.7 
mm.) shown in Fig. 2 allowed the use of two platinum hot 
films and their accompanying Pitot-static tubes. This arrange
ment provided the capability of near wall measurements. The 
hot films were powered by means of a constant temperature 
anemometer via an intrinsically safe barrier. The barrier en-
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Fig. 1 Experimental facility 

sured that the total energy supplied to the hot film was within 
safe limits. In order to ensure that, in the worst case, the hot 
film temperature did not run away to values beyond auto-
ignition, the power to the anemometer was controlled by means 
of a control processor. The control processor was triggered by 
means of the pressure difference across a reference orifice plate 
and the static pressure in the pipe. The former ensured that 
there was always sufficient flow over the hot film to cool it 
and the latter ensured that the static pressure was in the range 
used for the heat transfer calculations. 

The hot film signals were corrected for departures of density 
and temperature from calibration conditions. The gas tem
perature was monitored by means of a thermowell accurate to 
within 0.1 °C. The changes in the gas composition were in
significant and the hot film signal was not corrected for the 
same. The output from the anemometer was filtered at around 
5 kHz and the amplified signal was sampled at frequencies 
above the Nyquist requirement to prevent aliasing. In order 
to obtain reliable statistics, 50 records each consisting of 1024 
samples were stored for post processing. 

The dynamic pressure from the Pitot-static tubes was meas
ured by means of a differential pressure transmitter (range » 
25 kPa). Note that the static holes were located on the tube. 
At the orifice plate, the differential pressure was measured by 
means of a differential transmitter (range ~ 50kPa) whereas 
the static pressure at the wall was measured by means of a 
static pressure transmitter (range ~ 6900 kPa). The trans
mitters had an accuracy of 0.1 percent of range. 

Calibration 
Ideally, the calibration of a hot film probe should be per

formed in uniform flow with low turbulence intensity. How-

Casing ground 

- Intrinsically 
safe plug to 
120V 

Fig. 2 Instrumentation at the NOVA gas dynamic test facility 

ever, given the difficulties involved with frequent piping 
changes, it was decided that the hot films be calibrated in situ. 

The mean velocity profile at 76D, measured by means of 
the Pitot-static tubes, indicated that the profile was symmetric. 
Hence, each hot film was calibrated with respect to its closest 
Pitot-static tube. The probes were positioned such that the hot 
film and the Pitot-static tube were equally spaced about the 
pipe center. This ensured that they were subjected to the same 
velocity. The maximum possible error in velocity, due to po
sitioning inaccuracy, by adopting such a procedure was esti
mated to be around 0.6 percent. 

In the case of the sliding tube bundle, calibration was per
formed with the tube bundle at Z2 = 0.4D, since the velocity 
in the core region was nearly uniform. The possible error in 
velocity resulting from positioning inaccuracy and departure 
from uniformity was estimated to be, at worst, around 1.5 
percent. 

To account for the fact that the flow is turbulent, with an 
intensity of around 4 percent of the centerline velocity, the 
data for calibration was sampled such that 10,240 data points 
were averaged for a period of 10.24 s. A typical calibration 
of the two sensors is shown in Fig. 3. The response of voltage 
to velocity appears to be nearly linear which is unlike a typical 
hot film signal. However, this is not surprising, since the cool
ing rates in the present facility are very high when compared 
to conventional measurements at ambient conditions. A typical 
rms error on the calibration curve is around 0.1 m/s. 

Nomenclature 

C = correction for e; a function 
ofe + 

Cd = orifice discharge coefficient 
D = pipe diameter 
E = anemometer bridge output 

L2 = distance from tube bundle 
exit to orifice/hot film 

Le = entrance length 
Lxx = Eulerian axial integral 

length scale 
R = pipe radius 

Re = Reynolds number based on 
pipe diameter 

Rxx = axial auto correlation func
tion 
local mean axial velocity 
centerline mean axial veloc
ity 

c(£J) = Bouge and Metzner correc
tion coefficient 
Darcy friction factor 
exponent in the velocity 
profile power law 
radial distance from the 
pipe center = 1 — y 

U 

f 
n 

r = 

u 

"* 
u+ 

1 

u 
X 

y 
y+ 

e 
e + 

T 

V 

= 

= 

= 

: 

= 

= 

instantaneous fluctuating 
axial velocity 
friction velocity 

U/u, 
rms axial turbulent velocity 
axial distance 
distance from the pipe wall 
yujv 
pipe roughness height 

temporal separation 
fluid kinematic viscosity 
y/R 
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Fully Developed Flow 

Velocity Profiles. A commonly accepted expression gov
erning the velocity profile for a fully developed flow is 

U_ 

Ud~~ 

\ln 

(1) 

The value of n, which is usually dependent on the Reynolds 
number and friction factor, is empirically determined by fitting 
curves to experimental data obtained at different Reynolds 
numbers. Nikuradse's (1932) measurements were used to ob
tain some typical values of n (see Schlichting, 1979). The max
imum Reynolds number covered was 3.2 x 106. Another 
empirical method would be to estimate n via the friction factor 
(Nunner, 1956, reported by Hinze, 1975) as 

« = 
_1_ 

Sf 
(2) 

The above equation was obtained by curve fitting the smooth 
and rough pipe experimental data of Nunner (1956) and Ni-
kuradse (1932, 1933) as reported by Hinze (1975). The expres
sion is valid and fairly accurate f o r / < 0.1. However, it is 
important to accurately determine the value of the friction 
factor for the given situation. 

The friction factor can be evaluated accurately by measuring 
the pressure drop along the test section. In the absence of such 
measurements, the Colebrook (1939) equation, which is iden
tical to the Moody (1944) diagram, can be used if the relative 
roughness of the pipe and the Reynolds number are known. 
The Colebrook equation is given as 

- p = - 2 . 0 log 
v / 

e/D 2.51 
3 .7 + (Re) / 1 / 2 (3) 

In the present case, by honing the pipe, a measured roughness 
of around 2.54 /xm (100 it in.) was achieved. In the range 0.635 
iim< e< 5.08 iim, the value of n, as predicted by equation (2), 
is bounded by 10.5<n<9.5. 

The power law has a deficiency in the fact that its application 
cannot be extended to the center of the pipe. Also, the value 
of n is a function of the Reynolds number. In order to present 
a universal velocity profile applicable to all Reynolds number, 
the logarithmic law was proposed. The general form of the 
logarithmic law for smooth pipes is 

u+=Alog(y+) + B (4) 

The values of the constants A and B are determined by fitting 
Eq. (4) to available experimental data (see Clauser, 1956; Patel, 
1965; Hinze, 1975; and Schlichting, 1979 among others). There 
appears to be no consensus on the exact value of these con

stants. This is to be expected since the prevailing experimental 
conditions for the available data may vary slightly in each case. 

A drawback of Eq. (4) is that, firstly, it does not have a 
zero derivative at the center of the pipe and more importantly 
the data in the outer layer deviate from the equation signifi
cantly (Clauser, 1956; Patel, 1965; Hinze, 1975; White, 1984). 
To account for this fact, a number of corrections exist (see 
Hinze, 1975) which can be applied to the above equation. The 
one most commonly used by the natural gas industry (for 
example, Morrow'and Park, 1992) is the one presented by 
Bouge and Metzner (1963). This correction modifies, Eq. (4) 

as 

u+=5.51log(y+) + 5.57 + c(HJ). 

where the correction coefficient is given by 

c(£/) = 0.05 J - e x p 
(1-0.8) ' 

(5) 

(6) 
if \ °-15 

The constants in Eq. (6) and the correction coefficient were 
determined such that they fitted the smooth pipe data of Laufer 
(1954) and Nikuradse (1932). 

To account for pipe roughness, Eq. (6) has to be further 
corrected. The effect of pipe roughness (Clauser, 1956; 
Schlichting, 1979; White, 1984) is a constant offset in the 
logarithmic law. Thus, the correction is usually applied in the 
form of a subtraction to the constant B in the logarithmic law. 
The magnitude of the correction is dependent on the non-
dimensional roughness of the pipe (e+) and it takes the form 
(Schlichting, 1979). 

AB = A log(e + ) - C (7) 

Thus, the velocity profile given by Eq. (5) can be re-written 
as 

= 5.57 log [^)+5.51 + c(H,f) + C (8) 

In the present case, for a roughness 2.54 tan, the value of 
e+ is around 6.34. This value implies that the present meas
urements are near the lower limit of the transition region 
(5<e+ <70). Using the data of Nikuradse (1932, 1933) as pre
sented by Schlichting (1979), the value of C is around 4.0. 

Measurements 

Reference Profiles. In order to establish that hot film ane-
mometry could be successfully used in natural gas at elevated 
pressures, it was decided that the technique should be tested 
in a fully developed flow. For a Reynolds number of 7 x 106, 
empirical expressions (White, 1986) estimate the entrance length 
to be around 61D. It was possible to fabricate a single un-
flanged spool piece which was 76D long. This length was be
lieved to be sufficient to achieve a fully developed flow. 

The mean velocity profiles taken simultaneously by the hot 
films and the Pitot-static tubes are shown in Fig. 4. The meas
urements with the Pitot-static tubes serve as a confirmation 
of the mean velocity profile measured by the hot film. The 
uncertainty in the measurement of velocity with the Pitot-tube 
is estimated to be ±0.5 percent. 

In order to account for discrepancies due to possible drifts 
in flow rate during the traverse, the velocity at each point was 
normalized with the average velocity measured by means of a 
reference orifice plate. Further, due to practical difficulties 
involved in the calibration of the hot films, an accurate esti
mation of the absolute velocity was not to be expected. In 
some cases, the velocity measured by the hot film and the 
Pitot-static tube disagreed by almost four percent. Thus, to 
minimize the magnitude of the error due differences in the 
measuring techniques or drifts in the hot film calibration, the 
velocity ratios at each location were normalized with the meas
ured center line velocity ratio. 
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Fig. 4 Mean velocity profile at reference location (vertical traverse) 
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Fig. 5 Axial turbulence intensity at reference location (vertical traverse) 

It can be seen that the profile measured with the hot films 
is comparable to that measured with the Pitot-static tubes. The 
profiles are symmetric and a regression fit to the data indicates 
that the value of n is around 9.5. For the regression, the data 
near the core were omitted since the power law is not valid in 
this region. If one uses Eq. (2), with a value of 2.54 jtm as the 
roughness in the Colebrook equation, then, for Re = 7 x 
106, the predicted value of n for a fully developed flow is 10.0. 
This is in reasonable agreement with the present data. The 
present data are also compatible with Eq. (8). Thus, for all 
practical cases, this profile can be considered to be fully de
veloped. 

Measurements of the rms velocities normalized by the cen-
terline mean velocity are shown in Fig. 5. The measurement 
uncertainty in the turbulence intensity is around ±5 percent. 
Also, shown alongside are the measurements taken in the air 
loop by Karnik et al. (1994) and those of Laufer (1954). It can 
be seen that the present measurements are comparable to the 
generally accepted values in a fully developed flow. If the 
turbulence intensity is used as an indication, then the present 
flow can be accepted to be fully developed. 

The integral length scale is a measure of the typical size of 
the energy containing eddies of the flow. It is also sometimes 
used to estimate the mixing length scale. The measure of the 
length scale is of particular interest to researchers attempting 
to simulate such a flow with computational codes. In the pres-
sent investigation, the Eulerian integral length scale of the axial 
velocity component in the axial direction is evaluated from the 
temporal auto correlation coefficient by using Taylor's frozen 
flow approximation as 

R*k)dT (9) 

where T is the time delay. The temporal auto correlation coef
ficient, Rxx, defined as 

RAT) = 
U(t)u(t+T) 

(10) 

is evaluated from discrete data and integrated to the first zero. 
The accuracy of this procedure has been documented by Comte-
Bellot and Corrsin (1971) and it has been successfully used, 
for example, by Tavoularis and Corrsin (1981) and Tavoularis 
and Karnik (1989) in uniformly sheared flows and Sreenivasan 
et al. (1980) in a grid generated, nearly isotropic turbulent 
flow. It has been shown by Tavoularis and Corrsin, (1981) 
that in the fully turbulent region, the structure of the pipe flow 
is quite similar to a uniformly sheared turbulent flow. 

Measurements of the length scale (uncertainty » ± 10 per
cent) in the present flow and in the air loop are presented in 
Fig. 6 along with Laufer's (1950) data for a fully developed 
channel flow. Although the data obtained from the air loop 
is comparable to Laufer's data, the magnitude of the length 
scale appears to be lower at high Reynolds numbers. 

For pipe flows, the length scale is approximated to scale 
with distance from the wall (Tennekes and Lumley, 1972). For 
low Reynolds numbers, measurements indicate that this is in
deed true. In the turbulent regime, the maximum magnitude 
of the length scale at off center locations is around 0.4D as 
also noted by Hinze (1975). At this center of the pipe the value 
of the length scale decreases. One reason for this behavior 
could be that the magnitude of the axial length scale possibly 
depends on the magnitude of imposed velocity shear available 
to stretch the turbulent eddy in the axial direction. 

Hence, considering the data for the measurements in air, it 
seems appropriate that at the center of the pipe the magnitude 
of the length scale is at a minimum and it increases as one 
moves away from the center where the velocity gradients, in 
comparison to the center, are larger. Thus, in natural gas the 
mean velocity profile being flatter (« = 1-0) in comparison to 
the profile in air (n « 7), it seems reasonable that the magnitude 
of the scales are smaller at larger Reynolds numbers. Also, 
since the value of y+ is large, the near wall region is not 
captured and the measurements reveal features of the core 
spread over the cross-section of the pipe. 

Profiles Downstream of 19-Tube Bundle With a Single 90 
deg Elbow and a 19D Meter Run. Measurements of the mean 
velocity profiles, in the plane of the elbow, are presented in 
Fig. 7. It has been shown (Mattingly and Yeh, 1991) that the 
tube bundle eliminates secondary flow emanating from a single 
elbow. Hence, a single hot film probe should be suitable for 
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Fig. 8 Mean axial velocity profiles downstream of a tube bundle at low 
Reynolds numbers; taken from Karnik et al. (1994). Note: each profile 
following L2 = 4D is successively offset by 0.2 units. 

the present measurements. For comparison, the measurements 
in air (Karnik et al., 1994) at Re = 1 X 105 are shown alongside 
in Fig. 8. Note that for the latter measurements, the outer end 
of the elbow is at r/R = —1.0. Once again the velocities are 
normalized by the centerline value. In cases where the centerline 
value was not available, the velocities closest to the center were 
averaged. Two traverses were performed and in some cases a 
scatter, within the previously mentioned accuracy, was seen in 

the data. Note that the hot film location was fixed at 19D from 
the elbow exit and the tube bundle was moved axially to vary 
the position L2. 

The hot film measurements are once again comparable to 
those obtained by means of the Pitot-static tubes. Also, the 
present measurements are comparable to those obtained under 
similar conditions by Karnik et al. (1991). Any differences 
could be attributed to the fact that, in the present case, the 
traverse was at ~18D instead of 19D. Also, the effect of 
rotation of the tube bundle during the pulling of the tube 
bundle could be a contributing factor. 

For L2 = 4D, the wakes of the tube bundle are still evident. 
At L2 = 8D, measurements in natural gas, at Re = 7 x 106, 
exhibit a velocity profile which is much flatter than the ref
erence profile. At this location, the effect of the elbow is visible 
and as the tube bundle is pulled further away from the meas
uring station i.e. closer to the elbow, the profile generated by 
the elbow seems to have passed unconditioned through the 
tube bundle as seen at L2 = 12D. This phenomenon has been 
observed in other similar experiments. The measurements at 
lower Reynolds numbers also exhibit a similar behavior. How
ever, for L2 = 4D and 8D, the velocity profiles are not much 
flatter than the reference profile. 

The horizontal axial mean velocity profiles are shown in Fig. 
9. Once again the present data (Pitot-static tube and hot film) 
are comparable to those of Karnik et al. (1991). In comparison 
to the low Reynolds number data, the profiles at higher Reyn
olds number appear to be much flatter than the reference 
profiles. 

The axial rms velocities, normalized by the centerline mean 
velocity, downstream of the tube bundle are shown in Fig. 10. 
Also shown are the measurements of Karnik et al. (1994) in 
air. Discrepancies in the values of the horizontal and vertical 
traverse in the present measurements are possibly due to the 
inaccurate axial positioning of the tube bundle. Such uncer
tainties were estimated to be around ±0.125D. The discrep
ancy, as expected, is larger for the locations closest to the tube 
bundle. 
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teriine downstream of the tube bundle 

In the present measurements, as expected, the turbulence 
intensity is high at L2 = 4D. It is also higher than the reference 
value in contrast to the measurements in air. As the tube bundle 
is moved away the intensity decreases but the decay rate is not 
as high as observed in air. A plot of the centeriine turbulence 
intensity (Fig. 11) indicates that the decay at lower Reynolds 
numbers is greater than that at higher Reynolds numbers. This 
is to be expected since the viscous forces decrease relative to 
the inertial forces as the Reynolds number is increased. As 
expected the data of Morrow and Park (1993) lie in between 
the low Reynolds number and high Reynolds number case. 

The profiles at L2 = 8D and L2 = 12D indicate that the 
intensity is fairly constant at around 3.0 percent in the core 
region and increases near the wall. Considering the nearly linear 
velocity gradient in the major portion of the pipe cross-section 
(Fig. 7), the feature is not unlike a nearly transversely ho
mogeneous flow (Tavoularis and Karnik, 1989). A constancy 
of turbulence intensity is exhibited by the data at low Reynolds 
numbers except that the intensity of around 1.8 percent is much 
lower than the reference value. 

The distributions of the integral length scales, L^, are pre
sented in Fig. 12. The magnitude of random error in the es
timation of the scale (Tavoularis and Karnik, 1989) could be 
around 7 percent. Since the frozen flow hypothesis is being 
used, in the present case, considering the inaccuracy in meas
uring the magnitude of the mean velocity, this error could be 
higher. This is quite evident as one considers the scatter in the 
data. 

The scale imposed on the flow is of the size of the tubes 
(tube I.D. = 18mm) as seen for L2 = 4D. The measurements 
indicate a near transverse homogeneity, particularly in regions 
of a nearly linear velocity gradient. The magnitude of the scale 
increases rather slowly with increasing L2. This is to be expected 
since (as for isotropic turbulence) the scales should to grow 
proportional to (vt) (Hinze, 1975) where t = x/U\s the mean 
convective time for a turbulent eddy. 

The growth of the scales along the centeriine are shown in 
Fig. 13. The length scales appear to exhibit a nearly linear 
growth (from 12mm to 25mm) with downstream distance for 
low Reynolds numbers. However, for larger Reynolds num
bers, the scale imposed by the tube bundle survives and the 
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Fig. 14 Orifice meter comparison tests 

growth is not as distinct as in the case of the lower Reynolds 
number. The data appears to be scattered in the range of 10mm 
to 15mm). Another reason for this nondistinct growth could 
be that, as seen from Fig. 6, the magnitude of the length scale 
is not far from that in a fully developed flow. 

Orifice Meter Comparison 
In order to extend the conclusions of Karnik et al. (1994), 

on turbulence and orifice meter accuracy, to high Reynolds 
numbers, orifice meter comparisons were performed in a 19D 
meter run. The test orifice meter was placed at 19D from the 
exit of the elbow (replacing the hot film assembly in Fig. 1(b)) 
and the reference orifice meter was placed at the exit of the 
76D spool piece. The tube bundle was traversed axially and 
meter comparisons were conducted for various positions of 
the tube bundle exit with respect to the test orifice plate. 
The Reynolds numbers for these were in the range 
lx l0 6 <Re<4xl0 6 . 

In order to eliminate any errors that may be associated with 
the use of two differential pressure transmitters (at the test 
and reference locations), the output of each transmitter was 
balanced by subjecting the transmitters to the same differential 
pressure simultaneously. This procedure was followed before 
comparing the performance of the orifice meters for a given 
location of the tube bundle. Such a procedure also eliminated 
any bias that may arise due to possible drifts in the calibration 
of the pressure transmitters. The pressure taps are located in 
the horizontal plane for both orifice meters at r/R = 1.0. 

The results of the meter comparisons are shown in Fig. 14. 
Each data point is an average of 10 measurements with the 
maximum standard deviation being 0.035 percent. Also shown, 
are the measurements of Karnik et al. (1991) for a similar 
configuration. Note that the reference meter for the latter test 
was preceded by a 41D straight section which consisted of a 
34.7D approach section and a 6.3D upstream spool piece. 
Within the uncertainty of the experimental data (around ±0.2 
percent), as expected, the orifice plated with a beta ratio (orifice 
diameter to pipe diameter) of 0.4 appears to be least affected 
by the position of the tube bundle. For the orifice plate with 
a beta ratio of 0.6, the zero error occurs at around 8D. Dis
crepancies between the present results and those of Karnik et 
al. (1991) could be attributed to differences in the reference 
conditions and experimental inaccuracies. 

The mean velocity profiles at the location of the zero error 
are flatter than the profile at the reference location as seen in 
Fig. 7 and 9. This implies, as according to Karnik et al. (1994), 
that the turbulence intensity should be lower than that at the 
reference location. An examination of the turbulence intensity 
(Figs. 10 and 11) indicates that this is indeed the case. Thus, 
it could be concluded that turbulence is indeed one of the 
factors affecting orifice meter accuracy. 

However, in comparison to the low Reynolds number results, 
it can be seen that at the zero error location, the mean velocity 
profiles in the high Reynolds number flow are much flatter 
than the reference. In the low Reynolds number case, the 
turbulence intensity was around 1.8 percent. Thus, for the 
present case, the turbulence intensity should be lower than 1.8 
percent since reference values in the two cases are similar. 
Measurements do not indicate such an occurrence. Thus, al
though turbulence intensity is one of the factors affecting ori
fice meter accuracy, there appear to be other factors involved. 
To gain more insight into the mechanism of fluid flow inter
action with orifice meter accuracy, further studies are war
ranted. 

Concluding Remarks 
The present measurements have demonstrated the successful 

use of hot film anemometry to measure mean and turbulent 
flow characteristics in natural gas at elevated pressures. It has 
also been established that for the given experimental condi
tions, the velocity profile after 76D is, for all practical pur
poses, fully developed. Hot film anemometry has subsequently 
been used to measure the velocity flow field downstream of a 
tube bundle providing details of the structure of the flow at 
high Reynolds numbers. 

It was found that, as expected, the turbulence intensity at 
higher Reynolds numbers exhibited a slower decay than that 
seen at lower Reynolds numbers. Although the uncertainty in 
the measure of the length scale is high, the magnitude of the 
integral length scales appear to be lower than that measured 
at lower Reynolds numbers. The dominance of the inertial 
forces at high Reynolds numbers is also evident from the fact 
that the mean velocity profiles develop rather slowly when 
compared to their counterparts at low Reynolds numbers. 

Orifice meter comparisons have confirmed the findings of 
Karnik et al. (1994) that turbulence is one of the parameters 
affecting orifice meter accuracy. The present measurements 
have provided a comparison between low Reynolds number 
and high Reynolds number flows and will serve as a useful 
data base for computational procedures. 
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A New Correlation for Pressure 
Drop in Arrays of Rectangular 
Blocks in Air-Cooled Electronic 
Units 
An experimental work is carried out to investigate the pressure drop and to visualize 
the flow field in the entrance region of an array of rectangular modules attached 
to the lower wall of a duct. The modules are positioned in an in-line arrangement 
to simulate the geometry often encountered in the cooling passages of electronic 
units. The investigation is performed in both laminar and turbulent regions with 
Reynolds number ranging from 400 to 15,000. The geometric parameters range from 
H/L = 0.125 to 1.5 and S/L = 0.125 to 0.5, while the value of B/L is fixed to 0.5. 
The flow visualization revealed a highly separated region on the first module of the 
array. The pressure drops are correlated for the range of Re, H/L, andS/L employed 
in this work. 

Introduction 
This paper describes an experimental study of pressure drop 

in the entrance region of an array of rectangular blocks in a 
duct. The main focus of the work is to present a correlation 
for pressure drop and also to provide some qualitative infor
mation on the nature of the flow field in this region. The 
geometry investigated is similar to those encountered in elec
tronic equipment, and in particular, to those employed in com
puter industry. 

A search of literature revealed a number of studies related 
to this investigation. Sparrow et al. (1982, 1983) have reported 
heat transfer and pressure drop in arrays of rectangular mod
ules with barrier and missing modules. The focus of their work 
was to study the effect of missing modules and barriers on 
thermal-hydraulic behavior of rectangular arrays. Their pres
sure results for no-barrier arrays without missing modules were 
obtained for one particular geometry around Reynolds number 
of 6900. 

In an experimental effort, Lehmann and Wirtz (1985) have 
studied the effect of streamwise spacing and length on con
vection from an array of two-dimensional modules. They also 
performed visualization tests in the periodically fully developed 
region of the duct and obtained some information on the nature 
of flow field in this region. The pressure drops reported in this 
reference is limited to Re = 1000, 2000, and 3000. Some pres
sure results are also reported by Moffat et al. (1985) for rather 
tall and widely spaced cubical elements. 

For sparse arrays of elements, the pressure drop is mainly 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 3, 1993; revised manuscript received May 2, 1994. Associate Technical 
Editor: W. S. Saric. 

determined by form drag and thus the pressure coefficient is 
independent of Reynolds number. In this connection, the pres
sure drop coefficients reported in some publications are in
dependent of Re (e.g., Moffat et al., 1985), while the others 
(e.g., Tai and Lucas, 1985; Souza Mendes and Santos, 1987; 
and Hollworth and Fuller, 1987) have shown their pressure 
results in terms of Re. 

Another issue of importance in flow through array of rec
tangular blocks is to determine the flow regime. In a paper by 
Garimella and Eibeck (1992), the onset of transition from 
laminar to turbulent is investigated. They concluded that, in 
a three dimensional situation, transition is not only a function 
of flow rate and geometry, but also is a function of location 
in the array. They have further stated that the transition Re 
(based on channel height) varies from 700 to 1900, and by 
increasing the streamwise spacing between the elements, the 
transition occurs at lower Reynolds numbers. 

In the present study, an array of rectangular blocks (mod
ules) is positioned along the lower wall of a rectangular duct. 
These blocks, which represent a model for the modular elec
tronic components, are arranged in an in-line fashion. The 
geometric variables, namely the module dimension (L), the 
module height (B), the inter-module spacing (S), and the 
height of the flow passage between the module and the opposite 
wall of the duct (H), are varied in such a manner that B/L 
= 0.5, S/L = 0.125, 0.33,0.5, aad H/L = 0.125, 0.25,0.5,0.75, 
1, and 1.5. These dimensions are close to those often encoun
tered in the computer industry. The working fluid is air, and 
the Reynolds number based on H and the air velocity in the 
bypass channel (i.e., the channel formed between the top sur
face of modules and the opposite wall of the duct) range from 
400 to 15,000. 
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Fig. 1 Schematic view of the experimental setup (not to scale). (A) the 
overall view, (B) side view of the test section, (C) cross-sectional view 
of the test section. All dimensions are in millimeter. 

In this study, the experiments are carried out in two direc
tions. The first is to measure and to correlate pressure drop 
in the entrance region of the array of rectangular modules. 
The second is to complement the problem by flow visualization 
and to gain more insight into the nature of the flow field. 

A search of literature did not indicate any correlation for 
pressure drop in the entrance region. As will be noted shortly, 
all flow and geometric parameters such as Re, X (distance 
along the array), H/L, and S/L, are brought together in a 
single correlation. 

The Experimental Apparatus and Procedure 
The schematic view of the experimental setup is shown in 

Fig. 1. Laboratory air is drawn into the apparatus through a 
bell-mouth inlet geometry. It then passes through a flow de
velopment section (559 mm), flow straightener, test section, 
flow redevelopment section (591 mm), venturimeter, and main 
valve, and then leaves the flow circuit through the blower 
operating in suction mode. 

The air flow is adjusted by the main valve. There is also 
available a bypass valve which allows for a more precise control 
of the air flow. The flow rate is measured by a precalibrated 
venturimeter. 

TEST 
SECTION NO. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

B/L 

0.5 

0.5 

0.5 

0.5 

0.5 

0.5 

0.5 

0.5 

0.5 

S/L 

0.125 

0.125 

0.125 

0.33 

0.33 

0.33 

0.5 

0.5 

0.5 

H/L 

0.125 

0.25 

0.5 

0.25 

0.5 

0.75 

0.5 

1 

1.5 

B 
[mm] 

25.4 

25.4 

25.4 

12.7 

12.7 

12.7 

6.4 

6.4 

6.4 

L 
[mm] 

50.8 

50.8 

50.8 

25.4 

25.4 

25.4 

12.7 

12.7 

12.7 

H 
[mm] 

6.4 

12.7 

25.4 

6.4 

12.7 

19.1 

6.4 

12.7 

19.1 

S 
[mm] 

6.4 

6.4 

6.4 

8.4 

8.4 

8.4 

6.4 

6.4 

6.4 

The test section and the corresponding upstream and down
stream ducts have a rectangular cross section. The width of 
the cross section is equal to W= 178 mm, but its height (H+B 
in Figs. 1(B) and (C)), depending on the dimensions of the 
array, varies from 12.8 and 76.2 mm. 

An in-line array of rectangular modules are deployed along 
the lower wall of the test section. The dimensions, as noted in 
Figs. 1(B) and (C), are S= 6.4 and 8.4 mm, H = 6.4, 12.7,19.1, 
and 25.4 mm, L= 12.7, 25.4, 50.8 mm, and5 = 6.4, 12.7, and 
25.4. From the combination of these dimensions nine test sec
tions are fabricated with dimensions shown in Table 1. In all 
cases, B/L is equal to 0.5. The number of rectangular blocks 
depends on the test section number. For test sections (1 to 3), 
(4 to 6), and (7 to 9) the number of modules along and across 
the test section are, respectively, 5x3, 8x5, and 15x9. 

The pressure taps are located at the upper wall. As shown 
in Fig. 1(B), the first tap is located a distance A upstream of 
the second tap, and the other taps are equally spaced. The 
distance A for the first tap depends on the test section and is 
equal to 28.6 (for L = 50.8), 19.1 (for L = 25.4), and 38.1 (for 
L = 12.7) mm. In the span wise direction, the pressure taps are 
located in the middle of the cross section and just above the 
central module (Fig. 1(C)). The location of all pressure taps 
in terms of their distance from the first tap is shown in Table 
2. It should be noted that the number of pressure taps for test 
sections 1 to 3 are more than what is shown in Fig. 1(B) (see 
Table 2 for exact location of pressure taps). 

Prior to the onset of a data run, the proper test section is 
selected and assembled. Then, to prevent air from leaking into 
the test section, all suspected joints are sealed by silicon rubber, 
and they are thoroughly tested for leaks with the aid of soap 
solution. 

Once the test section is properly assembled, the air flow is 
activated and adjusted for a given flow rate. After a warm-
up period, the setup is ready for pressure readings. The pressure 
signals are transmitted via plastic tubing to a (1 or 10 torr) 
pressure transducer and an electronic manometer, which are 
interfaced with an IBM PC. The computer scans the pressure 
signals for 22 seconds. It is noteworthy that this arrangement 
could resolve pressure to within 10"5 mm Hg. Each experiment 
is repeated twice and the results are averaged to obtain a data 

Nomenclature 

Ai = 

B = 
CD = 

A 
A 

H 

inlet cross sectional area of 
venturimeter, (7r/4)Z>i 
module height, Fig. 1(B) 
flow coefficient of venturime
ter, CD = Q[(A/A) 2 -1]°V 
[^1(2AP/Pl)°-5] 
inlet diameter of venturimeter 
throat diameter of venturimeter 
friction factor, Eq. (4) 
distance between top surface of 
modules and the opposite wall, 
Fig. 1(B) 

K = pressure drop coefficient, Eq. 
(3) 

K+ = modified pressure drop coeffi
cient, Eq. (8) 

L = plane dimension of square 
module, Figs. 1(B) and (C) 

P-, = air pressure at the ;'th pressure 
tap, Eq. (3) 

P0 = air pressure at the first pressure 
tap, Eq. (3) 

Q 
Re 

w 
X = 

p = 

volume flow rate, Eq. (2) 
Reynolds number, Eq. (1) 
inter-module spacing, Figs. 1(B) 
and (C) 
air mean velocity in bypass 
channel, Eq. (2) 
duct width, Fig. 1(C), W = 
178 mm 
streamwise axial coordinate 
kinematic viscosity, Eq. (1) 
density, Eq. (4) 
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Table 2 Location of pressure taps Table 3 The precision limits for the measured parameters 

TAP 
NO. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

TEST 
SECTIONS 

1,2,3 

X[MM] 

0 

14.3 

28.6 

42.9 ' 

57.2 

71.4 

85.7 

100.0 

114.3 

128.6 

142.9 

157.2 

171.5 

185.7 

200.0 

214.3 

228.6 

242.9 

257.2 

271.5 

TEST 
SECTIONS 

4,5,6 

X[MM] 

0 

19.1 

52.9 

86.7 

120.5 

154.3 

188.1 

221.9 

255.7 

289.5 

TEST 
SECTIONS 

7,8,9 

X[MM] 

0 

38.1 

57.2 

76.3 

95.4 

114.5 

133.6 

152.7 

171.8 

190.9 

210 

229.1 

248.2 

267.3 

286.4 

305.5 

324.6 

parameter 

barometric pressure 

venturimeter inlet gage pressure 

pressure drop across the 
venturimeter 

pressure drop across the laminar-
flow element 

inlet air temperature 

laminar-flow element 

duct width, W 

distance between top of modules and 
the opposite wall, H 

module height, B 

inlet and throat diameters of 
venturimeter 

pressure gradient, dP/dX 

test section gage pressure 

precision limit 

±0.1 mm Hg 

±10's mm Hg 

+ 10'5 mm Hg 

+ 10*5 mm Hg 

+0.6 °C 

+1% of volume flow rate 

±0.1 mm 

±0.1 mm 

±0.1 mm 

±0.1 mm 

twice the standard deviation of the 
slope of P-X plot 

+10'5 mm Hg 

Table 4 Estimated typical uncertainties 

parameter 

venturimeter coefficient, CD 

Reynolds number, Re 

pressure drop coefficient, K 

friction factor, f2H 

uncertainty, % 

2.8 

2.9 

6.1 

15.3 

point. A total of 1420 data points are reported in this paper 
and are used to obtain the pressure drop correlation. 

All nine test sections are entirely made of plexiglass so that 
they can also be used in flow visualization experiments. The 
flow visualization method used in this work is the so-called 
oil-lampblack technique. 

The results of this investigation are presented in terms of 
Reynolds number Re with the conventional definition, 

Re = -
VH 

(1) 

In this equation, V is the mean velocity of air in the bypass 
channel above modules and is related to the volume flow rate 
as, 

Q 
WH 

The pressure drops are nondimensionalized and expressed as, 

Po-Pi 

K= (2) 

K-- (3) 
0.5PV* 

where K is the pressure drop coefficient. 
In the periodically fully developed region, the pressure drops 

are converted to friction factor defined as, 

fw — ' 
Sh 

O.SpV" 
(4) 

Experimental Uncertainty 

Prior to the onset of experimental runs, the venturimeter 
was calibrated with the aid of a laminar-flow element. The 
parameters recorded during the calibration process and the 
respective measurement uncertainties are listed in Table 3. The 
precision limits seen in the table are the smallest interval be
tween the scale markings (least count) of the perspective in

struments. The bias limit for instruments was negligible. The 
sensitivity coefficients were evaluated using the data reduction 
FORTRAN program. The results were then combined through 
the root-sum-square expression to obtain uncertainties (Kline, 
1985; and Abernethy et al., 1985). 

Using these guidelines, the uncertainty of venturimeter coef
ficient is found to be ±0.027 with 05 = 0.971 ±2.8 percent. 
Other uncertainty values are summarized in Table 4. 

Flow Visualization 

The flow pattern in the entrance region of the array of 
modules was revealed by the application of oil-lampblack tech
nique. The technique is relatively simple, but it may not be 
suitable for any type of flow field. The detailed description of 
oil-lampblack visualization technique is described by Sparrow 
et al. (1981). 

The first step is to make a suitable mixture of oil and lamp
black. In this study, it was found that the automatic trans
mission oil gives the best result. The mixture is subsequently 
applied to the top surface of the module, and thus creating a 
uniform glossy black surface. 

When the airflow is initiated, the mixture moves under the 
action of shear exerted by the air, and the streaks that form 
on the surface reveal the pattern of flow field adjacent to the 
wall. The development of the surface patterns is visually ob
served during the visualization run. The experience gained from 
these visual observations together with the information re
flected by the streaks are used to describe the flow field. 

The photographic evidence of the flow field is shown in Fig. 
2. The photograph shows the top view of the flow patterns 
near the top surface of the first three modules of the array. 
These patterns are obtained for the modules with S/L = 0.125, 
and H/L = 0.125, at Re = 15,000. The main flow is from let to 
right, and the scale below the photograph shows the distance 
from the leading edge of the first module in centimeters. 

Special features of the flow are flow separation at the leading 
edge of the first module, reattachment of air flow at about 
1.8 cm from the leading edge (nearly L/3), and the formation 
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Flow-
of a recirculating bubble in between. The curved dark line
which starts at the lower left corner of the first module and
extends to 1.8 em downstream and subsequently returns to the
upper left corner, is the line of flow reattachment.

The recirculating bubble is located between the line of reat
tachment and the leading edge of the first module. In this
region, air moves upstream near the wall to meet the incoming
separated flow. The dark area extending from the zero of scale
to about 0.5 em downstream (see the scale below the photo
graph in Fig. 2) is simply an area of rather weak shear stress.
Beyond the line of reattachment, the air flows downstream
toward the other modules of the array.

The patterns clearly show that the flow field near the first
module ofthe array is three dimensional. This is also confirmed
by the observations of Chou and Lee (1988) who employed a
two-module array in their experiments. Further downstream
the air appears to flow along the direction of main stream and
there is no clear evidence of flow separation.

Another message from these photographs is that at S/L
= 0.125 (Le., the value at which the visualization exp'eriments
were performed), there is no clear indication that the flow
penetrates into the inter-modular gaps, as is often observed
for larger values of S/L (e.g., see Chou and Lee, 1988). How
ever, the sharp edges of the modules are expected to be con
ducive to flow separation, and possibly the flow separates
behind the modules. This is even more possible at higher Reyn
olds numbers. If this is true, then the pressure results may
reflect a lack of dependence on Re especially at higher Re.

Pressure Results
Pressure distribution along the flow at Re= 15,000, S/L

=0.125, and H/L=0.125 is shown in Fig. 3. The lower
diagram in this figure is prepared to show the location of
pressure taps (marked with X) relative to the modules. As
seen, th~ first tap is located just upstream of the leading edge
of the fIrSt module. The ordinate in Fig. 3 indicates the air
pressure .with respect to the atmosphere Palm - Pi, SO that an
Illcrease III the ordinate reflects a drop in pressure.

Examination of the graph indicates that pressure decreases
rapidly from the first tap to the second one, while there is a
slight pressure recovery for the next pair of taps. From this
point on, the air pressure continuously decreases. The rapid
pressure drop between the first and second taps occurs at a
point where flow is separated from the wall and the recircu
lating zone has reduced the effective cross section of the air
flow. Beyond this point, the flow expands and the pressure is
somewhat recovered.

Pressure distributions along the flow direction are shown in
Figs. 4 to 6. The abscissa X/Dh is the axial distance from the
first pressure tap divided by the hydraulic diameter of the duct
(Dh =2W(H+B)/( W +H+B». The ordinate K is the pres
sure drop coefficient as defined in Eq. (3).

Examination of these figures indicate a fairly rapid drop in
air pressure as flow enters the array of modules. Further down
stream however, the pressures at similar locations approach a
fully developed state and decrease linearly. When the numerical
values of pressure data at respective locations were closely
examined, it was found that a fully developed state has been
reached after the 2nd, 3rd, and 4th modules in test sections
numbered (1,2,3), (4, 5, 6), and (7, 8, 9), respectively.

Another noteworthy feature in these figures is the inde
pendence ofK from Re when Re is greater than 4000. At higher
Re, the possible flow separation behind the modules is intense.
In this case, the drag force exerted by the modules on air flow
are determined by form drag and the effect of wall friction is

. negligible. It is known that form drag, and thus K is nearly
independent of Re. '

Fully developed pressure drops are expressed in terms of
friction factor, 12H' in Fig. 7. As stated in the preceding par
agrap?, there are two mechanisms that govern the pressure
drop III the array, namely the form drag and wall friction. At
larger inter-modular spacing, the flow is governed by form
drag, while at smaller spacing the wall friction is dominant.
The data points in Fig. 7 indicate that as S/L is increased, the
f2H values become less dependent on Re.
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Fig. 8 The first step in correlating pressure data (S/i = 0.125, 0.33, and 
0.5) 

As a first step in obtaining a correlation for the pressure 
data, we combine the different H/L values with the pressure 
drop coefficient AT in Fig. 8. In addition to the experimental 
data, the figure also shows the best fit through the points. The 
equation for the solid lines, obtained through a least-squares 
curve fitting procedure, are 

1.0 
1 

- S/L = 

a 

i i i 

0.5 H/L = 1.5 AAA A _ 
* A A a 

AA^ 0 < > 0 0 0 A 
A ^ f t O g g S ^ B H H a 

1 1 1 

' ? = 165.33- - + 0.518 

- 2 2 4 

H 

Fig. 6 Distribution of pressure drop coefficient in terms of axial dis
tance for S/L = 0.5 

Also shown in Fig. 7, are the laminar flow results of Asako 
and Faghri (1988) (at B/L = 0.375 as compared to 0.5 in this 
investigation), their turbulent results (Asako and Faghri, 1991, 
dXB/L = 0.5), and the laminar Hagen-Poiseuille flow in parallel 
plate channel indicated by 48/Re. There is generally a close 
agreement between the data, and the minor differences seen 
in the laminar region is perhaps due to difference in B/L values. 

K 

* ! 

Re 

'A 
-0.393 \DhJ 

= 114 .21—— + 0.588 
Re 

-0.228 

= 71.68-
Re 

- + 0.498 

(5) 

(6) 

(7) 

The standard deviations of data from the correlations 5 to 7 
are, respectively, 0.0677, 0.0760, and 0.1187. With these num
bers, the respective correlations are good to within ±17.0, 
±16.9, and ±30.1 percent. 

Further attempt to correlate all data points and to present 
them by a single equation requires the definition of modified 
pressure drop coefficient as 
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Fig. 9 Modified pressure drop coefficient for all data points 

flow and the results of pressure drop in the entrance region 
of an array of rectangular modules in a duct. The array of 
modules are considered to be a model for circuit boards used 
in electronic equipment. 

Flow visualization indicated the presence of a highly sepa
rated flow on top of the first module, followed by flow reat
tachment and recirculation. It was further found that flow 
reattachment is curved, and thus the flow field is thoroughly 
three dimensional. Further downstream, the flow visualization 
could not present a clear evidence of flow separation. However, 
the pressure results indicate that at higher values of Re, the 
flow is possibly separated behind the downstream modules. 

Pressure drop results are presented and correlated through 
the definition of a modified pressure drop coefficient. This 
correlation is good to within ±54.4 and is a convenient tool 
for estimating the pressure drop in arrays of rectangular blocks. 

Acknowledgment 
This work was supported by a grant from IBM corporation. 

Esfahan University of Technology supported Dr. M. Molki 
during his sabbatical leave. 

K+=K\I 
2.559 (S/£)2-8 1 

(8) 

The upper graph in Fig. 9 presents a total of 1420 data 
points. The figure indicates that the data points have been 
brought together relatively well, and they are represented by 
the equation 

K+ =87.223 -
Re 

- + 0.515 (9) 

The standard deviation of data from correlation is 0.1899 and 
the correlation is good to within ±54.4 percent. Further, the 
standard deviation of coefficients 87.223 and 0.515 are, re
spectively, <7!= 1.493 and a2 = 0.6579 x 10"2, corresponding to 
±2ff!/87.223= ±3.4 percent and ±2rj2/0.6579x 10~2= ±2.6 
percent uncertainty. 

This equation provides a means for estimating the pressure 
drop in the entrance region of an array of rectangular blocks 
when 400 < Re < 15000, B/L = 0.5, 0.125<S/Z,<0.5, and 
0.125 <H/L< 1.5. 

To compare this correlation with literature, the pressure 
results of Lehmann and Wirtz (1985) and those of Souza 
Mendes and Santos (1987) are shown in the lower graph. There 
are a number of differences between these investigations. Leh
mann and Wirtz studied the problem for B/L = 0.25, 0<S/L 
<1, and 0.25</f/L<0.75, which are somewhat different 
from the geometric parameters of the present study. In ad
dition, their test section geometry was two dimensional. The 
pressure results reported by Souza Mendes and Santos (1987) 
are for B/L = 3/8, S/L = 0.25, and H/L = 5/8. Despite all the 
differences, the level of agreement seen in Fig. 9 is relatively 
good. 

Concluding Remarks 
This experimental investigation revealed the patterns of fluid 
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Discrete Vottex Simulation of 
Pulsating Flow Behind a Normal 
Plate 
A numerical study is made of the separated flow behind a flat plate. The plate is 
placed normal to the direction of the approach flow. The oncoming freestream 
velocity contains a pulsating part, U„ = U0(l +A0cosfpt). The temporal behavior 
of vortex shedding patterns is scrutinized over broad ranges of the two externally 
specified parameters, i.e., the pulsation amplitude (A0<0.6), and the dimensionless 
pulsation frequency, (fp<0.32). A version of the discrete vortex method is utilized. 
The variable-position nascent vortex technique is applied, and it proves to be ad
equate for pulsating approach flows. The numerical results clearly capture the ex
istence of lock-on when fp exceeds a threshold value. The modulation of vorticity 
shedding is also detected whenfp is reasonably low. The influence ofA0 on the flow 
characteristics is examined in detail. As A0 increases to a moderate value (e.g., 
Ao^0.6), an appreciable broadening is seen of the range of fpfor which lock-on 
occurs. Based on the numerical results, three characteristic flow modes in the wakes 
are identified. These findings are qualitatively consistent with the existing flow-
visualization studies for a cylinder. 

1 Introduction 
Flow about a bluff body constitutes an important element 

of modern fluid dynamics research. In particular, vortex shed
ding and wake patterns emanating from the separation points 
are of vital interest to the designers of engineering structures. 
The solid structures may develop flow-induced oscillations, 
and these phenomena are of concern to the construction and 
operation of high-performance technological systems. 

The studies of flow characteristics about bluff bodies have 
been concentrated to geomerically simple configurations. The 
most widely dealt with are cylinders and flat plates placed in 
a uniform, steady approach stream. A good deal of experi
mental observations have been accumulated on the vortex shed
ding patterns behind bodies of simple geometries (e.g, Chen 
and Ballengee, 1971; Hatfield and Morokovin, 1973). The 
principle results are illustrated in the form of the behavior of 
the Strouhal number (St) with the Reynolds number, which 
describes the periodic nature of vortex shedding in the wake. 
Also of usefulness are the integrated surface pressures, which 
turn up in the drag (CD) and lift coefficient (CL) experienced 
by the body. Extensive experimental endeavors, using wind-
and water-turnnels, have substantially deepened our under
standing of the salient dynamic features that arise in the in
teraction of a steady uniform flow with a bluff body. 

In the present paper, we shall address the topic of flow about 
a flat plate, placed normal to the approach flow direction, 
when the oncoming freestream contains significant amounts 
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of pulsating components. In many realistic situations, oscil
lating velocity components are embedded in the oncoming 
stream. An example can be found in wind-tunnel testings; the 
freestream normally contains pulsating components due to the 
fan/compressor motions. It is also important to recognize that 
the major characteristics in the wake of a pulsating flow dem
onstrate features which are qualitatively different from the 
case of a nonpulsating counterpart. One prominent technical 
issue is the lock-on phenomenon of the shedding frequency 
on the imposing frequency of the pulsation. The lock-on has 
been discussed widely in unsteady dynamics, and the physical 
implications of the lock-on on coupled flow-body systems have 
been rigorously investigated (Hussain and Ramjee, 1976, Barbi 
et al., 1986). 

The purpose of this work is to portray the unsteady dynamics 
of a pulsating oncoming free stream about a flat plate by 
utilizing numerical simulations. It is remarked here that much 
of the essential unsteady behavior may be depicted by the 
computational methods with vortices. Variations of these 
methods have been widely utilized for a class of flow problems, 
and the principal features of the techniques have been docu
mented (e.g., Sarpkaya, 1975, Kiya and Arie, 1980, Chein and 
Chung, 1988, Smith and Stansby, 1989). In particular, the 
discrete vortex method has been shown to be a powerful tool 
to describe the separated flow of a non-pulsating approach 
stream at high Reynolds numbers. The crux of the method is 
that the separated flow is modeled by a combination of two 
ingredients. One is the inviscid potential flow, which is gen
erated by the oncoming flow. The other is the time-dependent 
behavior of the discrete vortices, which are shed in the neigh
borhoods of the separation points. The effect of viscosity and 
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Fig. 1 Definition sketch and coordinate system 

the reduction of the strength of circulation of vortices after 
shedding are accounted for accordingly by invoking physically 
meaningful conceptual models. The highlights of this tech
nique, together with the modifications in the computational 
schemes implemented in the present endeavors, will be briefly 
recapitulated. It should be mentioned here that much of the 
numerical procedures are well-established. No claims are made 
as to the development of original and/or innovative numerical 
schemes. 

The emphasis of this paper is placed on analyzing the time-
dependent separated flows emanating from the two edges of 
the plate when the oncoming stream contains considerable 
pulsations. The primary advantage of the numerical simula
tions is that wide ranges of the relevant flow parameters can 
be encompassed. It would be highly desirable to conduct ex
periments which could lead to direct time-history comparisons 
with the numerical results. However, presently, no laboratory 
experimental data on this particular flow condition are avail
able to establish the accuracy and limitations of the numerical 
techniques. The major mission of the present paper is directed 
to clarifying the qualitative character of flow. The wealth of 
numerical results will be examined in light of the existing in
formation based on similar, related experimental setups. First, 
the viability of the present numerical simulation procedure is 
ascertained by repeating calculations of the nonpulsating flow 
solutions. Several key features of the flow are thoroughly de
lineated, and the predictions of the present simulations are 
found to be consistent with the preceding analyses. However, 
for the case of a pulsating oncoming stream, there is a con
spicuous lack of published information on numerical meth
odologies. The present numerical method is shown to produce 
reliable and physically acceptable solutions over broad ranges 
of the two parameters, i.e., the amplitude (A0) and frequency 
of pulsation (fp) in the approach flow. Based on these com
putational results, assessments are made of the interrelation
ship between the dominant vortex shedding frequency fs and 
fp. The present numerical results confirm the existence of lock-
on, which indicates that/s = O.Sfp when/p exceeds a certain 
threshold value. These are in support of the prior experimental 
measurement data (Hussain and Ramjee, 1976 and Barbi et 
al., 1986). Examinations are made as to the effect of pulsation 
amplitude on the boundaries of/p in which lock-on takes place. 

Systematic evaluations of the time histories of vortex shedding 
lead to the observation that, &sAQ increases, lock-on is expected 
to occur over an increasingly broader range of fp. Another 
principal outcome of these numerical simulations is the char
acterization of the global wake pattern as fp encompasses a 
wide range. The present findings about a normal flat plate 
demonstrate qualitatively similar characteristic flow modes to 
those illustrations obtained by the previous experimental vis
ualizations using a cylinder (Barbi et al., 1986). 

2 The Model 
A definition sketch of the flow configuration is shown in 

Fig. 1, together with the Cartesian coordinates (x,y) and the 
corresponding velocity components (u,v). The flat plate is, of 
height Ac, placed perpendicular to the approach flow. As stated 
earlier, the approach freestream is assumed to be 

U„=U0(\+AQcosfpt) (1) 
For the present problem, the discrete vortex model is adopted. 

This has been successfully employed by several authors (e.g., 
Kiya and Arie, 1977; 1980, Chein and Chung, (1988) to tackle 
a variety of separated flows. As reviewed in the literature 
(Sarpkaya, 1988), the crux of this method is to represent the 
shear layer emanating from the separation points by an array 
of discrete vortices, which are termed the nascent vortices. The 
motion of the shear layers is depicted by the evolving arrays 
of vortices which are introduced into the wake. 

For the geometry at hand, in line with Kiya and Arie (1980), 
the flat plate in the physical z-plane is mapped, by using the 
Joukowsky transformation, into a circle in the transformed f-
plane (see Fig. 2). As remarked by Kiya and Arie, such a 
transformation is useful to render a convenient problem for
mulation. 

Following Kiya and Arie (1980), a system of image vortices 
is constructed in the transformed plane such that the condition 
of zero normal velocity at the surface of the circle is satisfied. 
In the ensuing developments, nondimensional quantities are 
adopted by adopting 2c and 2c/U0 for reference scales for 
length and time, respectively. 

The complex velocity-potential F(f) for the total flow in the 
transformed plane is made up of the potential due to the 
approach flow and the potential induced by the vortices: 

FW=-UUfr-
c2 . 

' + - < * 
f < t = i 

2TT 
ftp) 

-m-H, 
2ir *<f-w+2;-5>( f-K; (2) 

where Tkp and lkp denote, respectively, the circulation and the 
location of the kth p-vortex, Ykq and %kq the circulation and 
the location of the kth <jr-vortex, as displayed in Fig. 2. As in 

Nomenclature 

A0 = 
c = 

CD = 
CL = 
CP = 
fp = 
Is = 

Jso ~ 

pulsation amplitude 
raidus of circle in the 
transformed f-plane 
drag coefficient 
lift coefficient 
pressure coefficient 
pulsation coefficient 
shedding frequency 
natural shedding frequency 

/„, = modulated frequency, 
\fp-fs\ 

St = Strouhal number 
t = time 

At = time interval 
U0 = free stream velocity 

u, v = mean velocity in x- and y-
. direction, respectively 

z = complex coordinate in the 
physical z-plane 

1 kpy 

e = 
f = 

r = 
kg = 

F = 
a = 

shear layer thickness 
complex coordinate in the 
transformed f-plane 
circulation 
strength of circulation of 
kXh p-vortex and &th q-
vortex, respectively 
complex velocity potential 
cutt-off radius 
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Fig. 2 Schematic configurations of (a) physical z- and (b) transformed 
f-planes 

the notation of Sarpkaya (1975) and Kiya and Arie (1977; 
1980), the p- and q- vortex indicate counter-clockwise and 
clockwise vortices, respectively. An overbar indicates the com
plex conjugate and c denotes the radius of circle in the trans
formed f-plane (Kiya and Arie, 1980). 

The velocity in the physical z-plane is therefore expressed 
as 

Uk-ivk = -j: HD- 2ir logtt-fc) 
/( f) 

iTic /'(fit) 
4TT u'im1 (3) 

where z = /(f) is the transform function, Tk the circulation 
about Zk> F(t) the complex potential, & is the mapping point 
of Z/t. The last term in (3) represents Routh's correction (Sarp
kaya, 1988), which takes care of the geometrical effects stem
ming from the transformation of the planes. 

A key element of the present numerical model lies in the 
determination of the strengths and positions of the nascent 
vortices. In the previous development of Kiya and Arie (1980) 
for nonpulsating flows, the positions of the nascent vortices 
were fixed, at some points very close to the edges of the flat 
plate. However, several earlier attempts in accordance with 
the above-stated method of fixed-position nascent vortices, 
failed to yield converged solutions for the present problem of 
pulsating approach flows. Careful assessments of the numer
ical results, together with a systematic reformulation of the 
numerical procedures, lead to the following conclusion. In 
order to obtain numerically stable solutions for pulsating flows, 
the positions of the nascent vortices should be allowed to vary, 

within some localized areas, near the edges of the plate. This 
technique turns out to be complementary to the method of 
Kiya and Arie (1980), which is effective for the case of pulsating 
approach flows. 

The plausibility argument for the present method of variable-
position nascent vortices is that, for a pulsating approach flow, 
the precise positions of the separation points would also os
cillate in small localized regions near the edges. It should be 
pointed out that Sarpkaya (1975) and Chein and Chung (1988) 
developed the basic ideas of variable-position nascent vortices. 
In line with this physical picture, the positions of the nascent 
vortices should be permitted to vary, while satisfying certain 
physically imposed constraints. In the present development, it 
is noted that the Kutta condition should be enforced at both 
edges of the plate, i.e., in the transfomed f-plane, 

(dF/dr)f=±o.5 = 0. (4) 

Furthermore, the rate of vorticity shedding at the separation 
point is governed by the well-known relationship (e.g., Evans 
and Bloor, 1977): 

dt 2 s (5) 

in which, F is the total circulation and Us is the velocity at the 
outer edge of the separated shear layer with a very small width 
e. In passing, it is mentioned that Eq. (5) represents an ap
proximation. A more precise form would include a term which 
corresponds to the flow at the inner edge of the shear layer. 
In the present case, Eq. (5) is adopted, under the assumption 
that the outer flow velocity is much larger in magnitude than 
the inner flow velocity (Sarpkaya, 1975; Kiya and Arie, 1977, 
1980; Kiya et al., 1982; Nagano et al. (1982; Chein and Chung, 
1988). In the original discrete vortex method, the no-slip con
dition is not applied for the boundary condition for tangential 
velocity at the wall. 

In the actual solution procedure, Eqs. (4) and (5) are solved 
at each calculation step to determine the values of T and e. It 
is important to note that the edges of the plate in the z-plane 
are mapped onto the real axis in the f-plane, thereby indicating 
the absence of the imaginary parts. This fact greatly simplifies 
the calculations; Eq. (4), i.e., the Kutta condition, was found 
to be easily amenable to a Newton-type iterative method at 
each time step. The iterations, starting from some educated 
initial guesses for T and e near the edges of the plate, were 
continued until a suitable convergence criterion was met. In 
the wake region, the convection of vortices was simulated by 
employing the Adams-Bashforth-type scheme: 

4+l=zi + 0.5(3u"k-u'rl)At. (6) 

The time interval was set to be sufficiently small to enable 
detailed descriptions of the prominent characteristics of the 
evolving flows. As the flow field develops, decays of vortices 
take place due mainly to the viscous effects, the interaction of 
vortices with the solid boundaries and the interaction of vor
tices with the solid boundaries and the interactions of vortices 
of opposite signs. As pointed out by Sarpkaya (1988), the 
discrete vortex method does not directly deal with the viscosity 
effects. Several models have been proposed to address this 
aspect (Evans and Bloor, 1977; Nagano et al., 1982; Smith 
andStansby, 1989; Blevins, 1991), although a precise treatment 
of viscosity remains to be an unresolved problem. The current 
status of model capabilities in this regard should be borne in 
mind. In the present paper, the experimental findings of Na
gano et al. (1982) are cited to obtain an estimate of vorticity 
decays. In view of these experimental measurements, the vor
ticity decay is modeled as 
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Fig. 3 Variation of the Strouhal number (St) with the position of the 
nascent vortex (e) 
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Fig. 4 Temporal variation of the rate of vorticity shedding, as computed 
by the fixed-position nascent vortex method, (a) nonpulsating flow (A) 
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in which T„ is the initial strength, Y(f) the circulation at time 
t. In this connection, the cut-off vortex model, proposed by 
Chorin (1973), was adopted in the present work. This was 
needed to take care of the singularity of an inviscid point 
vortex. The value of the cut-off radius was determined in a 
manner similar to that of the preceding investigations (Kiya 
et al., 1982). 

In the course of actual computations, the number of vortices 
increases in the flow field as time elapses. In order to keep the 
computational economy within a manageable limit, the vortices 
that have negligible influence on the gross flow characteristics 
are removed from the computational domain. To this end, the 
vortices that have crossed over the line.y =15.0 are eliminated 
from the computations. Systematic studies have been made by 
repeating the computations for y = 15.0, 20.0 and 30.0. The 

resulting variations in the global flow features of interest were 
found to be very small (less than 1.0 percent), and y = 15.0 
was chosen in the ensuing calculations. 

In the actual calculations, no computations were made in 
the region very close to the solid plate, say, within a distance 
of 0.05. In this region, owing to the proximity of the image 
vortices, unreasonably high velocities are expected to occur. 
In order to bypass these difficulties, the afore-stated method 
of Chorin (1973) was employed. This is admittedly not a com
pletely satisfactory remedy. However, as was amply discussed 
in the preceding accounts (Sarpkaya, 1988), in light of the lack 
of a better model, this approach is pursued in the present work. 

In all the flows computed in the present numerical experi
ments, a quasi-periodic flow pattern was achieved typically at 
times t larger than 40.0 

3 Results and Discussion 
First, it is important to ascertain the reliability and accuracy 

of the present numerical procedures. This forms an integral 
part of the overall validation efforts. The assessments of the 
present methods will be made by comparing the numerical 
results against the data of the well-confirmed case studies. 

Kiya and Arie (1980), in executing the conventional discrete 
vortex method using the fixed-position nascent vortices, stressed 
the significance of an accurate determination of the precise 
location of the nascent vortex. For the case of a uniform non-
pulsating approach flow to a flat plate, Fig. 3 shows the be
havior of the Strouhal number (St) as a function of the location 
of the fixed-position nascent vortex. Here, the position of the 
nascent vortex is fixed at distance e from the edge of the plate. 
As displayed in Fig. 3, at around e = 0.0125, the value of St 
yields excellent agreement with the prior results of Kiya and 
Arie (1980). 

The inadequacy of the fixed-position nascent vortex method 
for the case of pulsating approach flows is exemplified in Fig. 
4. Using the value e = 0.0125, as selected in Fig. 3, the history 
of the rate of vortex shedding, for the case of a non-pulsating 
uniform freestream, is demonstrated in Fig. 4(a). The observed 
Strouhal number is St = 0.146, which is consistent with the 
existing data in the literature (Kiya and Arie, 1980). In sum
mary, when the approach stream is a uniform non-pulsating 
flow, the fixed-position nascent vortex method, as proposed 
by Kiya and Arie (1980), is found to be capable of producing 
satisfactory simulations. 

As briefly mentioned in the Introduction, however, the fixed-
position nascent vortex method, when applied to the case of 
pulsating approach flows, fails to yield converged solutions. 
Numerous attempts, with varying values of e, time step, and 
cut-off radius, have been shown to be unsuccessful to generate 
stable simulations. The result of Fig. 4(b) is prototypical of 
the diverging solutions that are obtained after some interme
diate times. This clearly calls for an improved version of the 
fixed-position nascent vortex technique. The rationale is that, 
since the approach flow contains pulsating parts, the initial 
release positions of the nascent vortices should also be flexible, 
while satisfying the underlying physical constraints described 
earlier. 

The capabilities of the present variable-position nascent vor
tex method are examined by comparing its predictions against 
the existing data. For this purpose, calculations were repeated, 
employing the present technique, for the uniform nonpulsating 
flow about a normal flat plate. Table 1 lists the comparisons 
of the present output against the available data in the literature. 
Notice that in Table 1, the calculation scheme of Kiya and 
Arie (1980) is based on the aforestated fixed-position nascent 
vortex method. Clearly, as expected, the present predictions 
are in broad agreement with the prior works. 

Now, the performance of the present computation scheme, 
incorporating the variable-position nascent vortices, for the 
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Table 1 Comparisons of St, 
and experimental data 

Present 
Kiya and Arie (Cal.) 

Fage and Johansen (Exp.) 
Roshko (Exp.) 

C B , CL with other computational 

St 
0.146 
0.150 
0.146 
0.143 

CD CL 

1.97 0.00 
2.00 — 
1.85 0.00 

Fig. 5 Temporal variations of the rate of vorticity shedding and CD, as 
computed by the variable-position nascent vortex method 
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Fig. 6 Temporal variations of the rate of shedding of vorticity for 0.03 
< /„ < 0.20. 4 , = 0.1 

case of a pulsating approach flow is inspected. For all the cases 
calculated in the present study, the computed results consist
ently exhibited high degrees of stability and excellent conver
gence characteristics. The usefulness of the method of variable-
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Fig. 7 Temporal variations of the instantaneous lift coefficient (CL) 

position nascent vortices was stressed earlier by Sarpkaya (1975) 
and Chein and Chung (1988), and the present results are sup
portive of these assertions. Figure 5 depicts a representative 
set of the present numerical results, plotted in the form of 
time-dependent behavior of vortex shedding and the integrated 
quantity such as CD. Obviously, the computed data reveal that 
quasi-periodic flow patterns are attained after nearly t s= 40.0. 
It should be mentioned here that, for the case of pulsating 
approach flows, there are no experimental measurement data 
to validate the present numerical predictions. However, it is 
encouraging that the present computational scheme does pro
duce highly stable and reasonably accurate results for the cases 
of both the usual nonpulsating approach flows and the pul
sating freestreams. The central objective of the present nu
merical efforts, as remarked previously, is to scrutinize the 
eminent time-dependent characteristics, notably the lock-on 
phenomenon, of the global flow field when a pulsating free-
stream approaches the normal flat plate. The reliability and 
stability of the present numerical scheme are adequate in serv
ing the above-defined purpose of the present numerical ex
periments. Based on this reasoning, we shall now proceed to 
explore the salient temporal characteristics of the wake flow 
behind the plate, which are influenced by the pulsating on
coming stream. In the ensuing discussions, the externally con
trollable nondimensional parameters are: the nondimensional 
pulsation frequency of the approach flow/p, and the amplitude 
of pulsation A0. In the actual computations, the parameter 
ranges were: fp = 0.0 ~ 0.4, A0 = 0.0 - 0.6. For most of 
the preceding experimental work involving pulsating flows, the 
maximum amplitude of pulsation has been usually rather small, 
typically in the neighborhood of y40max = 0.1. 
, As in Kiya and Arie (1980), the computed result of the rate 
of vorticity shedding was chosen to be the major physical 
quantity for detailed examination. Figure 6 exemplifies the 
histories of this quantity, together with the output of its Fast 
Fourier Transformation (FFT). For the illustrated results of 
Fig. 6, the amplitude is set at a reasonably small value Aa = 
0.1, while fp encompasses a wide range 0.08 <fp<0.20. Figure 
6 discloses that the primary natural shedding frequency remains 
to be substantially unchanged fs = 0.145, as the externally 
specified pulsation frequency/^, is altered. This indicates that, 
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when the amplitude of pulsation is small, the dominant fre
quency of the Karman vortex street in the wake is not affected 
much by the presence of pulsation in the approach freestream. 
This observation is intuitively plausible, and it is in qualitative 
agreement with the experimental data of Hatfield and Mor-
kovin (1973) for a bluff body when the pulsation amplitude 
is rather small (A0 = 0.08). 

A closer inspection of the time histories in Fig. 6 reveals 
that the vorticity shedding rate is modulated at a lower fre
quency, fm. This modulation frequency/,„ is visible in the FFT 
analysis. As demonstrated in the experiment of Hussain and 
Ramjee (1976) for a bluff body, this modulation frequency fm 
is seen to be related to the difference between the externally-
enforced pulsation frequency and the natural shedding fre
quency, i.e., /,„ ~ \fp - fs\. The present results indicate the 
existence of the modulation frequency /„„ which has long been 
recognized in experimental unsteady dynamics. The signifi
cance of the modulation frequency, /,„ ~ \fp - fsI, is also 
discernible in the temporal behavior of such an integrated 
physical quantity as the instantaneous lift coefficient, CL, as 
exhibited in Fig. 7. 

The entire computational results, obtained for reasonably 
small pulsation amplitudes (A0 < 0.1), are assembled in Fig. 
8, which provides a confirmation of the relationship between 
the three principal frequencies. These data, which include the 
present calculations and the associated experimental measure
ments (Hussain and Ramjee, 1976), are mutually consistent 
and are in accord with the relationship fm ~ \fp -fs I. 

Now, as the pulsation frequency is increased further, e.g., 
fp = 0.30 ~ 0.32 in Fig. 9, A0 being unchanged (A0 = 0.1), 
the numerically constructed temporal behavior shows a dra-
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Fig. 10 Effects of lp on the rate of vorticity shedding, (a) fp = 0.12, 
40 = 0.1 (b) f„ = 0.30, 4, = 0.1 

matic qualitative change from that of lower values of fp. The 
vortex shedding patterns are substantially periodic, with the 
dominant frequency fs being close to one-half of the pulsation 
frequency, fs ~ 0.5fp. The time-histories of Fig. 9, for^, = 
0.30 and/p = 0.32, together with their FFT analyses, attest 
to the above findings. This is a manifestation of the celebrated 
physical phenomenon "lock-on.'' As described by experiments 
of Barbi et al. (1986) for a cylinder, when the lock-on is es
tablished, the flow field in the wake is characterized by well-
defined large-scale structures which evolve at a specific dom
inant frequency. It is worth mentioning that lock-on is expected 
when the pulsation frequency fp exceeds a certain threshold 
value. In the experiments of Hussain and Ramjee (1976) for 
a circular cylinder, the lock-on phenomenon was not conspic
uous. The nonappearance of lock-on can be attributed to the 
fact that, in their experiment, the maximum value of fp used 
was restricted due to inherent physical limitations of their 
experimental apparatus. 

Summarizing the numerical results for the entire gamut of 
fp, a conclusion emerges that the patterns of vortex shedding 
can be classified into two qualitatively distinctive regimes in 
Fig. 10. When^, is reasonably low, the temporal behavior is 
characterized by beating at/,„, where fm ~ \fp - fs). The 
Strouhal number is thus governed primarily by the natural 
shedding frequency. On the other hand, when fp is above a 
threshold value, lock-on is the principal physical phenomenon. 
The shedding frequency is nearly one-half of the pulsation 
frequency, fs ~ 0.5fp. When this takes place, the temporal 
behavior is highly organized and the vortex shedding pattern 
evolves at a specific well-defined frequency. 

The foregoing discussions were conducted when the pulsa
tion amplitude is fixed at a reasonably small value, A0 = 0.1. 
As addressed by Barbi et al. (1986) for a cylinder, the effect 
of pulsation amplitude A0 on the resulting flow characteristics 
poses a crucial issue. For this purpose, the frequency diagrams 
are constructed for two different pulsation amplitudes. In Fig. 
11, lock-on implies the frequency relationship fs = 0.5fp, which 
is represented by the straight dotted line. When A0 is low (see 

' o marks in the figure for A0 = 0.1), the threshold pulsation 
frequency fp for lock-on is approximaltey fp/fs0 « 1.9, where 
fs0 is the natural shedding frequency. Clearly, when fp/fso < 
1.9, the shedding frequency fs is nearly constant (fs/f = 1.0), 
and it is independent of fp. When A0 is large, (see A marks in 
the figure for A0 = 0.6), lock-on is initiated at a smaller value 
of fp, i.e., fp/fso > 0.9 for lock-on for AQ = 0.6. It is also 
interesting to note that, when^, is slightly less than the thres
hold value,/s also takes a slightly smaller value. This aspect, 
which is disclosed by the present numerical results, is in qual-
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Fig. 12 Averaged velocity field behind the normal plate, x = 16.0 

itative agreement with the prior experimental observations of 
Barbi et al. (1986). Further systematic evaluations of the 
threshhold frequencies for lock-on, as influenced by the pul
sation amplitude A0, are carried out. As displayed in Fig. 11, 
the important observation is that, as A$ increases, the ranges 
of/p in which lock-on takes place are widened in both directions 
of fp. The broadening of the range of fp for lock-on is appre
ciable as A0 increases to moderate and large values. 

Based on the wealth of numerical results, it is useful to 
characterize the velocity field in the wake. An exemplary profile 
is plotted in Fig. 12. Clearly, the averaged velocity profile in 
the wake is quite insensitive to the pulsation frequency. These 
findings are in qualitative consistency with the experimental 
observations of Hussain and Ramjee (1976). 

It is recalled that, for the case of a cylinder, Barbi et al. 
(1986) performed extensive flow visualization studies. Their 
experimental results illustrated the three characteristic flow 
modes asfp varies over a range, as demonstrated in Fig. 13. 
In the present study, similar characterizations are attempted 
by constructing the flow field by using the numerical results. 
In Fig. 14, plots are presented for three selective values of fp 
= 0.08, 0.14 and 0.32. These, respectively, are prototypical 
of the qualitatively distinct conditions: when/p is very small, 
when fp is increased to a value slightly smaller than the thres
hold value for lock-on, and v/henfp is slightly larger than the 
threshold value for lock-on. Figure 14 exhibits the time evo
lutions of wake patterns of the above three modes. 

Plots in Fig. 14(a) are for fp = 0.08, a small value. The 
vortex pattern is qualitatively similar to the conventional Kar-
man vortex street. The vortex shedding occurs alternatively 
over the natural cycle. At this low value of fp, the flow pattern 
arising from the frequency modulation is not discernible. Fig-

fa) 

(c) 

Fig. 13 Flow mode characterizations for a cylinder. Cases (a), (b), and 
(c) correspond to the experimental conditions of Barbi et al. (1986). 
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Fig. 14 Characterizations of flow modes, (a) lp 

f„ = 0.14, A) = 0.1, (C) f„ = 0.32, A) = 0.1, A, = 
: 0.03, A) 
0.1. 

0.1,(6) = 

ure 14(6) is representative of the conditions of moderate values 
of fp, but fp being slightly less than the lock-on threshold 
frequency. The patterns showing the progressive frequency 
attraction are seen. Two symmetric vortices are shed simul
taneously during one cycle. These features are in fair consist
ency with the patterns sketched in Fig. 13(b). 

When fp is in the lock-on range, as shown in Fig. 14(c), the 
vorticity shedding is vigorous. The vortex tends to stay closer 
to the plate during its formation and growth stages. A vortex 
then absorbs the counter-rotating vortex and this process cre
ates a sudden rolling of the wake toward the opposite side. It 
is also apparent that the width of the entire wake region in
creases. The numerically constructed visualization of Fig. 14 
are demonstrative of the qualitative similarities between the 
present results and the experimental observations of Barbi et 
al. (1986) for a cylinder. 

Concluding Remarks 
A version of the discrete vortex simulation was applied to 

calculate the separated flow behind a plate placed normal to 
the approach flow with a pulsating component. Modifications 
based on physical constraints are introduced into the com-
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putational schemes, which lead to variable-position nascent 
vortex techniques. This proved to be effective in dealing with 
the cases of pulsating approaching flows. When,/], is reasonably 
small, the vortex shedding frequency fs is nearly constant and 
is independent of fp. The time histories of vortex shedding, 
however, are modulated at a lower frequency/,„ ~ \fp - fs\. 
The present numerical simulations manifest the existence of 
lock-on phenomenon, i.e.,fs ~ 0.5fp, whenfp is higher than 
a certain threshold value. These results are consistent with the 
prior experimental observations. The range of fp, in which 
lock-on takes place, is substantially broadened as AQ increases. 
It is found that the averaged velocity profile in the wake is 
insensitive to the pulsation frequency. The numerically con
structed flow visualizations identify the characteristic flow 
modes over a range of fp. These flow regimes show qualitative 
similarities to the prior experimental observations for a cyl
inder. 
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Navier-Stokes Simulation of the 
Flow Around an Airfoil in 
Darrieus Motion 
In order to study the dynamic stall phenomenon on a Darrieus wind turbine, the 
incompressible flow field around a moving airfoil is simulated using a noninertial 
stream function-vorticity formulation of the two-dimensional unsteady Navier-Stokes 
equations. Spatial discretization is achieved by the streamline upwind Petrov-Gal-
erkin finite element method on a hybrid mesh composed of a structured region of 
quadrilateral elements in the vicinity of solid boundaries, an unstructured region of 
triangular elements elsewhere, and a layer of infinite elements surrounding the 
domain and projecting the external boundary to infinity. Temporal discretization 
is achieved by an implicit second order finite difference scheme. At each time step, 
a nonlinear algebraic system is solved by a Newton method. To accelerate com
putations, the generalized minimum residual method with an incomplete triangular 
factorization preconditioning is used to solve the linearized Newton systems. The 
solver is applied to simulate the flow around a NA CA 0015 airfoil in Darrieus motion 
and the results are compared to experimental observations. To the authors' knowl
edge, it is the first time that the simulation of such a motion has been performed 
using the Navier-Stokes equations. 

Introduction 
Darrieus vertical axis wind turbines offer an advantageous 

alternative to horizontal axis wind turbines because of their 
mechanical simplicity and their independence from wind di
rection. However, the Darrieus rotor aerodynamics are par
ticularly complex to analyze and involve dynamic stall. The 
dynamic stall phenomenon results from the unsteady separa
tion of the boundary layer from the surface of the rotating 
blades. It is characterized by dynamic delay of stall to angles 
significantly beyond the static stall angle, and by massive re
circulating regions moving downstream over the surface of the 
airfoil (McCroskey, 1977; Carr, 1988). The unsteady forces 
due to the passage of this vorticity produce a lift and a nose 
down moment much greater than the corresponding static stall 
loads. The aeroelastic response to this phenomenon may cause 
structural fatigue and even stall flutter leading to catastrophic 
failure. Dynamic stall can thus become, in many cases, the 
primary limiting factor in the performance of the turbine. 
Therefore, in order to predict the aerodynamic performances 
of such structures and supply aerodynamic loading informa
tion to structural dynamic codes, a numerical model must be 
able to capture the complex aerodynamics encountered by a 
vertical axis rotor blade, and more particularly the dynamic 
stall phenomenon. 

Several methods have been investigated in order to simulate 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
November 20, 1992; revised manuscript received March 21, 1994. Associate 
Technical Editor: O. Baysal. 

this kind of aerodynamics. These methods can be classified in 
two categories: the semi-empirical methods and the theoretical 
methods. Semi-empirical methods, such as the Gormont, MIT, 
and indicial models, predict dynamic stall load variations within 
engineering accuracy. Their application range is, however, lim
ited to the type of airfoil and motion used in the experiments 
from which they were derived. Moreover, these models cannot 
predict the local aerodynamics such as the evolution of the 
boundary layer or pressure distribution, both of which are 
essential to study the dynamic stall phenomenon or to optimize 
the airfoil shape of the turbine blades. For such tasks, theo
retical methods must be used. Coupled viscous-inviscid meth
ods have first been considered. However, dynamic stall involves 
large regions of recirculating flow so that Navier-Stokes equa
tions must be considered to account for the important viscous 
effects present even in regions far from the wall. Although 
Navier-Stokes solvers have been used to simulate dynamic stall 
(Shida et al., 1987; Daube et al., 1989; Tuncer et al., 1990; 
Visbal, 1990), most of the studies were concerned with heli
copter retreating-blade stall or agile fighter aircraft. All these 
studies have thus considered pitching motions and none have 
considered the rotation motion encountered by the blades of 
a Darrieus turbine. The present project was thus initiated in 
order to develop a Navier-Stokes solver able to simulate the 
flow around an airfoil in Darrieus motion, i.e., the motion 
experienced by an airfoil on a curved-blade Darrieus vertical 
axis wind turbine. 

The first step of this project resulted in a finite element 
computer code able to simulate the dynamic stall on a NACA 
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Fig. 1 Noninertial frame of reference 

0018 oscillating in pitch at a Reynolds number of 104 (Tchon 
and Paraschivoiu, 1990). The computed flow matched exper
imental visualizations previously conducted in a water tunnel 
(Tchon, 1989). However, this code fell short of the prime 
objective of simulating a Darrieus motion. The main problems 
were the difficulty of determining adequate conditions on the 
external boundary for the Darrieus motion and poor control 
of the density of the structured mesh in critical flow regions. 
The second step of this project addressed these problems by 
using a hybrid structured-unstructured computational mesh 
and infinite elements (Tchon, 1993). The unstructured mesh 
regions were used to have a better control of the mesh density 
and the infinite elements simplified the external boundary con
ditions for the Darrieus motion. The present paper describes 
the resulting solver and its application to the simulation of the 
flow around an airfoil in Darrieus motion. 

Governing Equations 
For wind turbine applications, the fluid can be considered 

incompressible and is governed by the time averaged Navier-
Stokes equations, i.e., the continuity equation 

V-u = 0 (1) 

and the momentum equation 

m 
Dt 

+ 2% x u + Qb x fi6 x x + fi6 x x + iii 

- V M* d 

OXj 

bu\ duj 

dxj dXj r1) P) 
in which the Boussinesq hypothesis has been introduced and 
where ve= v + v, is an effective viscosity while k is the turbulent 
kinetic energy. These two equations are expressed in a non
inertial frame of reference eie2e3 moving at a velocity ub and 
rotating with the solid body at a velocity Ub in order to simulate 
its motion without using a deforming mesh (Fig. 1). Note that, 
in Fig. 1, the subscript / indicates the inertial frame and the 
vector Uoo corresponds to the wind velocity. This vector Uoo 
represents the the constant part of the translation velocity of 
the body while the vector ub represents the variable part. The 
term ub is not necessary to simulate a Darrieus motion but is 
nonetheless introduced in order to keep the formulation as 
general as possible. Turbulence effects can be introduced by 
using a turbulence model to determine the eddy viscosity v,. 
However, only laminar flow are presently considered and v, is 
thus set to zero. 

Since three-dimensional simulations are presently too ex
pensive, the study was limited to two dimensional cases for 
which it is advantageous to introduce the stream function-
vorticity formulation. To avoid undefined conditions at infin
ity, this formulation is expressed in terms of the perturbation 
stream function \p and the perturbation vorticity co defined by 

- e 3 x V\p = u + QbXx + ub-ua> (3) 

u = ( V X u + 20A)-e3 (4) 

V T 

a 

body area ft 

Fig. 2 Spatial domain 

Taking the curl of Eqs. (2) and (3) yields the stream function-
vorticity formulation, i.e., the vorticity transport equation 

Yt + V-(oiu-(Vvea> + 2SJ) = 0 

where 

Su = 

rdve d \j/ dve d Tp 

\ dxi dx\ dx2 dX{dx2 | 

' dve d2ip dve d \j/ 

(5) 

(6) 

i dx2 dxj dX[ dxxdx2 

and the stream function compatibility equation 

V 2 \Hw = 0 (7) 

defined on a computational domain 3D enclosed by an external 
boundary ©„ and an internal solid boundary &b (Fig. 2). Note 
that the term Sw in Eq. (5) can be dropped because it is iden
tically equal to zero for laminar flows and negligible for tur
bulent flows (Sugavanam and Wu, 1982). 

The main advantages of using stream function-vorticity vari
ables compared to primitive variables, i.e., the velocity and 
pressure, are threefold. First, the compressibility constraint, 
i.e., the continuity condition, is satisfied automatically by the 
definition of the stream function. Second, the kinematics and 
kinetics of the flow, expressed, respectively, by the stream 
function compatibility equation and the vorticity transport 
equation, are effectively decoupled from the thermodynamics, 
expressed by the pressure equation. The pressure assumes thus 
the role of an engineering parameter to be derived a posteriori 
from the vorticity and stream function fields, reducing thereby 
the number of simultaneous unknowns from three to two. 
Third, all noninertial effects due to the motion of the frame 
of reference enter the stream function-vorticity formulation 
only through initial and boundary conditions (Speziale, 1987). 

On the other hand, the stream function-vorticity formulation 
has traditionally been known for several problems. The first 
problem is that, at the solid wall G;,, normal and essential 
conditions corresponding to the no-slip condition are available 
for the stream function but none for the vorticity 

1 , 
i = ^b - z ®b* + e3 x (u6 - u«„) • x (8) 

V f n = ( l l jxx + u 4 - u , ) - s (9) 

where \l/b is a constant while s and n are respectively the unit 
vector tangent and normal to Qb (Fig. 2). This problem is 
bypassed by extending to the unsteady formulation an ap-
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proach that solves the compatibility equation and the vorticity 
transport equation simultaneously and uses the redundant in
formation on the stream function to determine the vorticity 
on solid boundaries (Peeters et al., 1987; Gunzburger and 
Peterson, 1988). This approach has also been found to improve 
numerical stability at high Reynolds numbers (Van Dam and 
Hafez, 1989). 

A second problem is that the stream function on solid walls 
is known only up to a constant, \pi, in present case. For simply 
connected domains, this constant can be arbitrarily set to a 
reference value but, for multiply connected domains, there is 
a different constant for each internal boundary. These con
stants are unknown a priori and need to be determined as part 
of the solution. The additional conditions needed to fix these 
constants can, however, be easily deduced by integrating the 
momentum equation along each internal boundary and by 
requiring that the pressure be a single-valued function (Gunz
burger and Peterson, 1988), yielding the following expression 

(cou - V ceco) • ndG = 2Qbd (10) 

where Q. is the cross section area of the body surrounded by 

The third problem traditionally attributed to the stream 
function-vorticity formulation is that the usual weak formu
lation of the pressure equation involves second order deriva
tives of the stream function and has no obvious boundary 
conditions. This problem is avoided by using a modified pres
sure, which can be related to the total pressure head, 

P = - + -k + -(e3X V ^ + u 6-u„,) 2 + n 6 x - v ^ (11) 
p i 2 

where k is the kinetic turbulent energy, and the following form 
of the pressure equation, obtained by taking the divergence of 
Eq. (2), 

V- ( V P - e j X I— Vi/--cou+ Veea>] I = 0 (12) 

The following natural condition can then be imposed on solid 
boundaries 

V P - e 3 X (— V ^ - w u + V^o)) J n = %xibs (13) 

while the pressure P is set to a finite reference value, usually 
zero, at free stream. 

For the present study, an additional problem arises at the 
external boundary from the Darrieus motion. Usually the ex
ternal boundary is divided into an inlet region where the stream 
function and vorticity are considered to take known values 
corresponding to free stream, and an outlet region where a 
relaxed condition is imposed to allow wake convection. In a 
non-inertial domain, this outlet region is relatively limited for 
a pitching motion, but, for a Darrieus motion, a limited outlet 
region cannot be defined because the wake position will vary 
with respect to the azimuth angle from 0 to 360 deg. To avoid 
a moving outlet region, infinite elements are used to effectively 
project the external boundary to infinity (Zienkiewicz et al., 
1983). Along this infinite external boundary e „ , no outlet 
region needs to be defined and simple free stream conditions 
can be imposed everywhere, i.e., \p = o> = P = 0. 

Discretization 

Spatial discretization of the governing equations is achieved 
by the streamline upwind Petrov-Galerkin (SUPG) finite ele
ment method to avoid spurious oscillation of the solution (Tez-
duyar et al., 1988). The finite element formulation associated 
with Eqs. (5) and (7) are, respectively, 

» - ! W'Y' V W * - ( W U - Vvcco)) e?£> 

•sj W-
e J » \ 

+ V -(cou- Vi^co)) dS) 

+ & W*(o}U- Vpeu)-nde (14) 
•J p , . 

and 

0= ( v r > ViA- W"u)dS) 

W" (QbXx + ut-uJ-sde (15) 

where W* and W* are weighting functions and bW* is a 
Petrov-Galerkin perturbation of IV*. The formulation for bW* 
can be found in Tezduyar et al. (1988). The finite element 
formulation of the pressure Eq. (12) is 

0 = 1 VWP- VPdS>- VWp-e3 

X I— Vi/'-a>u»'Vcco) d£>- WpQbuysde (16) 

where Wp is a weighting function. Within each element the 
variables are approximated by using shape functions Nj(%), 
Nj(x), and 7Vf(x) and nodal values $j(f), co,(0, and Pj{t) 

tf(x,0 « tf*(x,0 = J ] NfaWtf (17) 

«(x,0 - J(x,t) = 2 Nf(x)o>j(t) 
J 

p(x,t)~ph(x,t)=2 NP w o 

(18) 

(19) 

and weighting functions Wv, W", and Wp correspond to TV", 
TV*, and iVp, respectively. Note that W* does not correspond 
to N* but rather to TV" while W" corresponds to TV" in order 
to avoid a singular matrix system when N* j * N" (Gunzburger 
and Peterson, 1984). 

An unstructured computational mesh of triangular element 
was first considered in order to have a better mesh density 
control in critical regions of the flow. However, to accom
modate high Reynolds flows and ease the future introduction 
of an algebraic turbulence model, a hybrid mesh was eventually 
preferred and included a structured region of highly stretched 
quadrilateral elements in the vicinity of solid boundaries, an 
unstructured region of triangular elements elsewhere, and layer 
of inifinite elements (Zienkiewicz et al., 1983) surrounding the 
domain and projecting the external boundary to infinity. Within 
each element, a linear interpolation is used for all the variables-. 

Temporal discretization at a time step k is achieved by second 
order accurate finite differences as follows 

bt 

~2>;M 
3(of-4a)f-1 + of-2 

• 2 V/V/(x) 

A/* + Af*_I 

3 ^ - 4 ^ - ' + ^ -

Af* + Af*-1 

(20) 

(21) 

where At = t k-\ •t"~2 and At" = t* - tk~K To avoid 
stability problems, an implicit iterative scheme was chosen and 
the time step size is thus controlled by accuracy considerations 
only. 

The element equations resulting from the spatial and tem
poral discretizations are assembled to form two global alge
braic matrix systems: a linear one for the pressure and a 
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nonlinear one for the stream function and the vorticity. The 
pressure system has to be solved only when the aerodynamic 
coefficients are needed and is thus relegated to a post processing 
operation. The coupled stream function-vorticity system must, 
however, be solved iteratively for each time step using a Newton 
method. Direct solution of the linearized Newton systems is 
expensive, both in computational time and storage, and may 
not be justified for an unsteady simulation. That is why a 
generalized minimum residual (GRMES) method with an in
complete triangular factorization (ILU) preconditioning is used 
instead (Saad and Shultz, 1983). 

Fig. 3 Circular cylinder—combined translation and rotation motion 

Numerical Results 
To validate this solver, the flow around a circular cylinder 

was computed (Tchon, 1993). A combined translation and 
rotation motion (Fig. 3) was chosen for its computational 
closeness to the Darrieus motion and because ample experi
mental and numerical data is available. For such a motion, it 
is usual to consider a frame of reference translating with the 
cylinder and to impose a tangential velocity on the surface of 
the cylinder to simulate its rotation. However, this approach 
is valid only for a circular cylinder rotating about its center. 
To prove that a combined rotation and translation motion can 
be simulated for a non-axisymmetric body and any axis of 
rotation, a frame translating and rotating with the cylinder 
was considered instead. The motion was thus simulated by 
placing the cylinder at the center of the mesh, acting as the 
origin of the noninertial frame of reference and the axis of 
rotation, and imposing a constant rotational velocity Qb and 
a constant freestream velocity u„. 

The two cases presented here consider a rotation to trans
lation velocity ratio \ = Qbr/u„ of 0.5 and Reynolds numbers 
Re*, = 2uar/v of 200 and 500, respectively. The computational 
mesh was composed of a structured region of 900 quadrilateral 
elements around the cylinder, an unstructured region of 4606 
triangular elements, and a layer of 20 infinite elements located 
at 20 radii from the cylinder center. The cylinder itself was 
covered by 180 quadrilateral elements with a constant thickness 

t = 2 

L jp^~ 

Fig. 4(a) Fig. 4(b) 

Fig. 4 Circular cylinder—streamlines lor A = 0.5 and Re„ 
(a) computed; (b) experimental (Coutanceau and Menard, 1985) 
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Fig. 5 Circular cylinder—surface vorticity distribution for A = 0.5 and 
Re„ = 500 

Fig. 7(a) 

360 V 

Fig. 7(b) 

Fig. 7 NACA 0015 airfoi l—computational mesh: (a) near f ield; 
(6) far field 

Fig. 6 NACA 0015 airfoil—Darrieus motion 

of 0.0038/'. Starting from rest, the flow was computed up to 
a nondimensional time uat/2r of 3.0, corresponding to a total 
rotation of 172 deg, with a time step varying from 0.0001 to 
0.01. For X = 0.5 and Re*, = 200, Fig. 4 shows that the 
experimental visualizations of Coutanceau and Menard (1985) 
match the computed streamlines, defined as 

\l> + - fiftX2-e3x(u6-uoo)-x = i/'6±n0.025 (22) 

where n = 1 to 15. For X = 0.5 and Re„ = 500, Fig. 5 
compares the computed surface vorticity distribution with nu
merical results from Badr and Dennis (1985). Note that these 
results were recalibrated to match the definition of u and 0 
used in the present paper. The good agreement between the 
two sets of curves confirms the validity of the present method. 

After this validation, the solver was used to simulate the 
flow around a NACA 0015 airfoil in Darrieus motion. This 
motion is a combined translation and rotation motion corre
sponding to the path of a Darrieus rotor blade cross section 
(Fig. 6), and it is characterized by the tip speed ratio iV?/«» 
and the chord to radius ratio c/R. Its simulation was achieved 
by simply decentering the airfoil by a distance R from the 
origin of the noninertial frame of reference, i.e., the center of 
the mesh, and imposing a constant rotational velocity Qj and 
a constant free stream velocity u,». 

The simulation was performed for a blade Reynolds number 
Reb = QtJRc/v of 6700, a tip speed ratio of 2.5 and a chord 
to radius ratio of 0.25. The computational mesh was composed 
of a structured region of 3120 quadrilateral elements around 

360 

6, d e g 

Fig. 8 NACA 0015 airfoil—normal force evolution 

the airfoil, an unstructured region of 10308 triangular elements 
elsewhere and a layer of 20 infinite elements located at 80 
chords from the mesh center (Fig. 7). The airfoil surface was 
covered by 260 elements of minimum thickness and length of 
0.0002c and 0.0003c respectively. Starting from rest, the flow 
was computed up to a nondimensional time «„//c of 10.08, 
corresponding to one complete rotation. The time step was 
fixed at 0.0014 to be able to follow the flow evolution correctly 
and a total of 7200 time steps was required. In Figs. 8 and 
9, the computed normal force coefficient CN = 2Fb-e2/ 
Pco«ic and tangential force coefficient CT = 2FA-e1/p„uic are 
compared with experimental data from Oler et al. (1983). Note 
that F6 is the resultant force acting on the airfoil. It should be 
pointed out that the experiments were conducted at a blade 
Reynolds number of 67,000 while the computations were lim
ited to 6700 in order to stay in laminar flow. The tangential 
force does not match the experimental data, but has at least 
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Fig. 9 NACA 0015 airfoil—tangential force evolution 

Fig. 10 NACA 0015 airfoil—computed streamlines 

the same magnitude. On the other hand, the computed normal 
force seems to follow more or less the experimental measures. 
However, its evolution presents multiple peaks that do not 
appear in the experiments. Although the present simulation 
was limited to only one rotation, the main reason for this 
discrepancy is not the starting effects but rather the difference 
in Reynolds numbers and its consequences on the flow struc
ture. To illustrate the computed flow structure, Fig. 10 presents 
the evolution of streamlines defined by 

^Jfi jx2- e3 x (u6 - u,,,) x = \pb ± 720.05 (23) 

where/? = 1 to 10. During the first half of the rotation, dynamic 
stall occurs in the interval 25 deg < 8 < 195 deg on the inner 
surface of the airfoil and, during the second half, it occurs in 
the interval 230 deg < 6 < 360 deg on the outer surface. This 
dynamic stall generates multiple alternating leading edge and 
trailing edge vortices. These vortices are the cause of the peaks 
in the computed CN and CT curves. However, in the experi
ments of Oler et al. (1983), dynamic stall occurs in the interval 

100 deg < 6 < 140 deg on the inner surface and in the interval 
265 deg < 6 < 290 deg on the outer surface. Furthermore, 
only one vortex is shed during each half rotation. These dif
ferences between the computed and experimental flow struc
tures result from the differences in Reynolds numbers. The 
experiments have been performed for a blade Reynolds number 
10 times higher than the computational one and for which the 
turbulence effects are no longer negligible. Since turbulence 
tends to stabilize the boundary layer, dynamic stall occurs at 
higher effective' angles of attack and corresponds to a smaller 
azimuthal region. Turbulence also tends to coalesce vorticity 
in one big blob explaining the observation of only one vortex 
for each half rotation during the experiments. Although a 
direct simulation at a blade Reynolds number of 67,000 instead 
of 6700 could be possible, it would require either an extremely 
fine mesh or an excessive use of artificial diffusion that would 
corrupt the results. For high Reynolds numbers, an adequate 
turbulence model has thus to be introduced in the solver. 

However, before taking on this problem, the computational 
efficiency of the solver has to be improved. For the Darrieus 
motion, computations took indeed 3 minutes per time step, 
resulting in a total of 360 hours per rotation, on an IBM 3090 
mainframe and were limited to only one rotation due to CPU 
time restrictions. This poor performance results from an in
adequate vectorization of the present computational code which 
achieves only around 10 Mflops although the IBM 3090 vector 
processor is rated at a maximum of 80 Mflops. Vectorization 
is thus the key to this efficiency problem. However, good 
vectorization is generally more difficult to achieve on unstruc
tured or hybrid meshes than on structured ones because of 
heavy use of indirect addressing. That is why structured meshes 
tend to exhibit faster CPU times per node but usually require 
much more mesh nodes. Thus any comparison with other sol
vers should by done not only on the same machine and for 
similar problems, i.e., moving airfoils, but also using the same 
type of mesh structure. In this perspective, the performance 
of the present solver, expressed in terms of CPU time per node 
per swept pitching or rotation angle, is effectively comparable 
to the performance of similar solvers on scalar workstations. 
This been said, the present code should nevertheless be optim
ized to take advantage of vector mainframes and reduce the 
total computing time per rotation to a more acceptable level 
on these machines. 

Concluding Remarks 
In the present study, the unsteady flow around an airfoil in 

Darrieus motion was simulated. To the authors' knowledge, 
such a simulation has not been previously attempted using the 
Navier-Stokes equations and it shows a promising approach 
to the study and prediction of dynamic stall on airfoils in 
Darrieus motion. However, the efficiency of the present solver 
should be improved to reduce the computational time per ro
tation to an acceptable level before taking on more complex 
problems, such as turbulent flows. 
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Computational Study of Resonance 
Suppression of Open Sunroofs 
A 2-D computational study of flow over a fully open sunroof of a car with a passenger 
compartment has been done on a scalar workstation. The critical velocity for res
onance in the passenger compartment has been determined. A wind deflector angle 
study has been done to determine an adequate angle to suppress the resonance. A 
validation case of computing the resonance condition of the flow over a 3:1 depth 
to length rectangular cavity has also been done. These resonance studies show the 
potential of using scalar workstations for a CFD design study. 

Introduction 
Computational Fluid Dynamics (CFD) has been widely used 

in the aerospace community. As the cost of computing de
creased with more efficient CFD codes and faster computers, 
the commercial community has been able to use CFD more 
and more. In the automotive sunroof design community, the 
scalar workstation environment is fairly common due to its 
lower cost compared with mainframes. For aeroacoustical 
analysis of the sunroofs, road tests are typically done, since 
the automotive car companies may not allow the sunroof com
panies into their proprietary wind tunnel tests. Since the work
station environment already exists at the sunroof companies, 
it would be of great interest to be able to do CFD on the 
workstations and get useful aeroacoustical information to as
sist in the design of the sunroofs. 

The main goals of the current project are to see if CFD 
technology can be successfully transferred to the automotive 
sunroof community and help in the design of sunroofs. In a 
road test or a wind tunnel test, the main effect that the engineers 
are looking for is the "boom" phenomenon. The boom phe
nomenon is a low frequency resonance (10-50 Hz) of the pas
senger compartment with the sunroof fully open. It is assumed 
that the passenger compartment is behaving like a Helmholtz 
Resonator. This boom phenomenon usually occurs between 
40-90 km/hr (11-25 m/s). Once this resonance condition is 
found, the engineers employ various techniques to suppress 
the resonance. The main technique is to place a wind deflector 
at the front of the sunroof opening. The road test or wind 
tunnel test is used to optimize the angle and the shape of the 
wind deflector. Once this is done, the aeroacoustical design of 
the sunroof is complete. 

Contributed by the Fluids Engineering Division for publication in the JOURNAL 
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division 
April 3, 1993; revised manuscript received February 24, 1994. Associate Tech
nical Editor: O. Baysal. 

This project deals with the development of a CFD code 
optimized for scalar workstations. Because the computation 
of flow over an open sunroof will result in an acoustical os
cillating signal, the computation is time-dependent. Time-
dependent CFD computations can take a great deal of CPU-
time to reach statistically steady answers. Because of the time 
constraint and the use of scalar workstations, the open sunroof 
computation will be limited to 2-D analysis. 

In a 2-D analysis, any 3-D effects such as vortex spillage 
effects on the sides of the sunroof will be neglected. Also wind 
deflector parameters can only be wind defector length and 
angle. The edge shape or holes in the wind deflector cannot 
be modeled. 

In this 2-D analysis, the ability of the CFD code to find the 
resonance condition (boom phenomenon) of a 2-D car pas
senger compartment with a fully open sunroof will be studied. 
Also the effect of varying wind deflector angles will be studied. 

If this 2-D analysis technique is useful, this type of analysis 
may help automotive sunroof designers in understanding the 
noise mechanisms, correlating the noise directly to certain flow 
structures. Other higher velocity modes such as the higher 
frequency "whistling" mode of the tilted sunroof can also be 
studied. Other mechanisms such as ventilation can be studied 
for their suppression/augmentation effect on the acoustical 

, environment within the passenger compartment. 

Golde Code 
The Golde Code (Ota, 1992) is an optimized scalar work

station code which has been developed from the USA-series 
code (Chakravarthy et al., 1988). This flow solver is a implicit 
multi-zonal structured grid solver for the 3-D Reynolds-
averaged compressible Navier-Stokes equations. Steady-state 
and unsteady time dependent flows can be computed. This 
code can be up to third order accurate based on the total 
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variation diminishing (TVD) formulation for the convective 
terms within a finite-volume framework. The TVD option can 
be turned off for low Mach number flows. Several Riemann 
solvers are available for defining the fluxes at cell faces, Roe's 
approximate solver being the one most commonly used. One 
turbulence model is included which is an algebraic modified 
Baldwin-Lomax model incorporating Goldberg's treatment for 
separated flow regions. A law of the wall boundary condition 
option is available. The interval between cells to the turbulence 
model can be set by the user. The capability to solve in viscid 
or viscous perfect gas flows exists. The code permits flexible 
specification of point-wise boundary conditions, using either 
templates or user-coded subroutines. This is a full 3-D solver 
which can also be used for 2-D computations. For efficient 2-
D computations, special 2-D subroutines have been added to 
speed up 2-D computations. 

Scalar optimizations have been incorporated which help the 
speed of the code on scalar workstations. On a scalar work
station, faster code is created when the number of operations 
is reduced, therefore all metrics and derivatives are computed 
once and stored. Viscous terms are computed only if an es
timate for the viscous term is larger than a user defined tol
erance. The following additional options are used when running 
on a scalar workstation. A law of the wall boundary condition 
is utilized which allows for use of coarser grid near wall which 
allows the total number of grid points needed for a problem 
to be approximately half as much as a grid required for "solve 
to the wall" no-slip boundary conditions. The turbulence model 
is called every fifth time step instead of every time step. 

A more detailed description of the code is not included since 
the main purpose is not to document the code itself but to 
describe a use of CFD in extreme conditions (relatively coarse 
grid/large time steps) where the results are still potentially 
useful in a design environment. 

Frequency Estimates 
Cavities or resonators are excited by the oscillations of the 

shear layer over its opening caused by vortex shedding. Res
onance occurs when the vortex shedding frequency of the shear 
layer matches the acoustical frequency of the cavity or the 
resonator shape. 

Vortex Shedding Frequency Estimates. There are many 
references for formulas for estimates of vortex shedding fre
quencies for shear layers. The following formula due to Franke 
and Carr (Blevins, 1990) is valid for turbulent boundary layers. 

Jo 3 LN 
n=\, 2, 3, (3.1) 

where Um is the freestream velocity, LN is the length of the 
opening of the cavity (sunroof opening), n is the shear wave 
mode number or the number of vortices present across the 
opening. The modes n = 1, 2, or 3 are commonly present in 
shear layers; higher modes n > 3 are not typically observed 
experimentally (Blevins, 1990). 

Equation (3.1) is used to determine an estimate for vortex 
shedding frequency given a velocity or vice versa. 

Deep Cavity Resonance Frequency Estimates. East (1966) 
did an experiment where he developed the following formula 
for the resonant frequency for a 3:1 depth to length ratio cavity. 

/ „ = 0.18 — (3.2) 

where c is the speed of sound, and H is the depth of the cavity. 
Equation (3.2) is used to get an estimate for the resonance 

frequency which is then used in Eq. (3.1) (/„ = /„) to get an 
estimate for the velocity range required to get resonance in a 
deep cavity. 

Helmholtz Resonator Frequency Estimates. The passenger 
car interior with an open sunroof can be modeled as a Helm
holtz resonator. Blevins (1984) has the following formula for 
the resonance frequency for a Helmholtz resonator. 

fa = 
2-K \.2\{V+AHN)H{ 

(3-3) 

where 

1+-
HhJ + Lr 

2H 

A(HN+L0) A(HN+LQ) HN+LC 

+ 2V + 3V H 

H 

V+A(HN + L0) H+HN+L0 
(3.4) 

where c is the speed of sound of the fluid, A is the cross-
sectional area of the neck, HN is the height of the neck, V is 
the volume of the cavity without the neck, H is the height of 
the resonator cavity from the bottom to the neck, L0 = Q.24r 
where r is the radius of the neck (if the neck is not circular, r 
is a characteristic radius), and Hv is the form factor where 

HV~ VH J0 

[ Av (y)dy dx 

AV{X) 
(3.5) 

where x is the coordinate from the bottom of the resonator 
and Av(x) is the cross-sectional area of the cavity at each 
station x. 

For the 2-D passenger compartment interior, only approx
imate "averaged" constant values for L, H, A, and Av are 
used. This simplifies (3.5) to the following 

Hy=-
AHl 

(3.6) 

1 
— 
2 

\LN W] + 

2 2 

with V = LHW and A = WLN where LN is the length of the 
cavity opening and L is the length of the cavity. 

For the 2-D cavity and passenger car, the width of the ge
ometry is assumed to be "large" (width set to W = 10.0 m). 
The characteristic radius used is 

(3.9) 

Equation (3.3) is used to get an estimate for the resonance 
frequency which is then used in Eq. (3.1) (/„ = /„) to get an 
estimate for the velocity range required to get resonance in a 
Helmholtz resonator. 

3.1 Depth to Length Ratio Cavity 

This case is chosen because East (1966) has done an exper
imental resonance study on deep cavities where he developed 
an empirical formula (Eq. (3.2)). The Golde code is used to 
computationally find resonance and to see how well the com
putational results, experimental measurements and empirical 
formula compare. Aeroacoustics of cavities for subsonic and 
supersonic flows have been extensively studied computation
ally (Venkatapathy et al., 1987; Dougherty, et al., 1990; Baysal 
and Stallings, 1988; Srinivasan and Baysal, 1991). 

Problem Setup. The length of the cavity LN is set to 0.4 
meters. This is a typical opening of a fully open sunroof. The 
depth of the cavity H is set to 1.2 meters (3:1 ratio). Using 
Eq. (3.2), with c = 343.8 m/s, the resonance frequency for 
this cavity is /„ = 51.6 Hz. Using Eq. (3.1), the estimated 
velocity for this resonance is C/„ = 83.4 m/s for the n = 1 
mode; U^ = 35.7 m/s for the n = 2 mode. These two modes 
are chosen, since East (1966) observed that mainly the n = 1 
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Fig. 1 Sound level based on p'/q versus U„ (left scale) 

Sound level based on p7p,el versus U„ (right scale). 

Layout of 3 zone grid also shown. 

and n = 2 modes are present. This indicates that the velocity 
associated with the resonance should be in the range [/«, = 
35-85 m/s. 

Computational Setup. The computational grid for this 
problem has been set up as a 3 zone problem (zonel:40x30, 
zone2:4Qx69; zone3:40x?0), as shown in Fig. 1. Viscous clus
tering for law of the wall boundary conditions is set by putting 
the first point off walls at Ay = 0.0017 m. No clustering in 
the stream wise direction is used. An arbitrary initial boundary 
layer thickness <5 = 0.09 m was imposed at the inflow com
putation boundary. Pressure and temperature are set to Stand
ard Atmospheric conditions. 

Finding Resonance. To find resonance, a series of time-
accurate computations must be done, changing freestream ve
locity U„. Each computation must be postprocessed for a 
decibel (dB) sound level based on p'/q, where 

-M (p-pfdt 

which is the root mean square pressure, p is the mean pressure 
and q = 1/2 Pot/i which is the freestream dynamic pressure. 
A plot of dB based on p'/q versus velocity U„ will show a 
maximum value at resonance where dB(p'/q) = 20 logl0(p'/ 
qkj). This measure of resonance is used by East (1966). 

The freestream velocity range for resonance is estimated to 
be £/„ = 35-85 m/s. The initial velocity chosen is t/„ = 35.72 
m/s. The next two runs were at Um = 33.72 m/s and Ua = 
37.72 m/s. The decibel levels were checked to verify that the 
slope of the curve is positive, meaning that the resonance peak 
would be at still higher velocities. If it were negative, then 
velocities less than 33.72 m/s would need to be computed. A 
total of twelve computations were done, with the velocities 
ranging from 33.72 m/s to 55.72 m/s at intervals of 2.0 m/s. 
A CFL number of 25.0 was used; each computation was run 
25,000 steps. For frequencies of about 50 Hz, a CFL number 
of 25.0 will set a time step which will have about 500 time 
steps per period. For each run, decibel levels based onp' and 
p'/q were computed, along with the dominant frequencies 
computed from an FFT. 

Figure 1 shows the plot of dB(p'/a) versus [/«,. This plot 
shows that resonance occurs at U = 45.72 m/s which is in the 
initial range estimated by Eqs. (3.1) and (3.2). The data are 
calculated at the midpoint of the front face of the cavity. Figure 
1 also shows the decibal level based on p' versus U„ where 
dB(p7pref) = 201og10(p7/?ref);/7ref = 1.9738 x 10" 10atm. This 

f(H2) 

33.72 37.72 41.72 45.72 49.72 53.72 57.72 

Fig. 2 Dominant frequency versus U„ 

shows the decibel level in the range of 135-140, which is in 
the range of decibel level of subsonic cavities (Blevins, 1990). 
Figure 2 shows the plot of dominant frequency versus Ux. 
This shows the resonance frequency is 49.3 Hz which is very 
close to the estimated value of 51.6 from Eq. (3.2). 

Grid and CFL Number Study. For Ux = 33.72 m/s, a 
grid study and a CFL number study were done to check the 
numerical dependence of the pressure signals on these two 
parameters. 

Two computations have been done to see the effect of the 
grid. The first grid is the grid used for this study which has 
40 points normal to the cavity opening with the first point off 
the wall at .0017 m. The outer boundary for this grid is placed 
at 2 m from the cavity wall. The second grid used for the grid 
sensitivity check has 30 points normal to the cavity opening 
with the first point off the wall at .0022 m. The outer boundary 
for this grid is placed at 1.5 m from the cavity wall. 

For the freestream velocity of U = 33.72 m/s and CFL = 
25, computations on these two grids resulted in frequencies 
which differed by 2 Hz. This results in an error estimate of 
the frequencies of about 4 percent for a fixed CFL number. 

The CFL number was varied from 2.5 to 25.0. All computed 
frequencies were within 10 percent of the estimated frequency 
(Eq. (3.1)) for the n = 2 mode. At the lower CFL numbers, 
the frequencies become very similar. 

The dominant frequency can be seen to be much more con
vergent for CFL numbers less than 20. The dominant frequency 
may be slightly different at higher CFL numbers, however, it 
still stays in the range given by the frequency estimates. 

Running the problem at the higher CFL numbers can in
troduce larger time errors (due to the first order accurate time 
algorithm and cross-factorization error) which can result in 
much different frequencies. For this case, it has been shown 
that the computed frequencies are not unreasonable for the 
chosen CFL. 

To get the best turn-around-time for each case, the time-
accurate runs must be run at a CFL number (At) which gives 
enough time steps per period of the dominant frequencies and 
a fine enough grid to resolve the shear layer flow over the open 
sunroof. 

The computed pressure oscillations are hydrodynamic, di
rectly being generated by the vortices being shed off the leading 
edge of the cavity. Once these pressure oscillations are gen
erated, they are convected into the cavity. These pressure waves 
are of the order 0.0001 compared to a freestream pressure level 
of order 1.0. It is felt that the grid and time step studies give 
confidence that the pressure oscillations are acoustically cor
rect. 

It is felt that with the original grid density, and the chosen 
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CFL number that the computed frequencies are good enough 
for a design environment where getting the result in the shortest 
amount of time on a scalar workstation is very important. 

Boundary Layer Thickness Study. Equation (3.1) is a fairly 
crude estimate of vortex shedding frequency since it does not 
include any parameters of the shear layer or incoming bound
ary layer. These are considered important in determining the 
vortex shedding frequency (Blevins, 1990). Blevins shows that 
as a boundary layer thickness is decreased, higher modes will 
be present (Blevins, 1990). Higher modes mean that higher 
vortex shedding frequencies will exist (refer to Eq. (3.1)). 

At the resonance velocity, Ua = 45.72 m/s, two other 
boundary layer thickness were run, 8 = 0.009 m which is 10 
times smaller, and 8 = 0.0 m (no incoming boundary layer). 
At the lowest velocity, £/„ = 33.72 m/s, 5 = 0.009 m was 
run. Computationally the effect of higher frequencies with 
smaller boundary layer thickness is seen; / = 49 Hz for 8 = 
0.09, / = 70 Hz for 8 = 0.0. 

This explains why Eq. (3.1) gives only velocity estimates for 
the vortex shedding frequency. The constant in Eq. (3.1) is 
not really a constant but a function of boundary layer thick
ness, shear layer thickness, etc. For other formulas (with dif
ferent constants) for vortex shedding frequency, the range of 
velocities for resonance is 35.7-49.6 m/s (Blevins, 1990). This 
range can partially be explained by the effect of boundary layer 
thickness. Computationally it is found that for the resonance 
frequency of 51.5 Hz, the resonance velocity is 34.0 m/s for 
5 = 0.009 m/s, but 45.72 m/s for 8 = 0.09 m. This observation 
must be remembered when reviewing the differences between 
the estimated frequencies from Eq. (3.1) and the computations. 
However, it is highly desirable to provide the proper boundary 
layer thickness if possible. 

The main conclusion is that computationally the same trend 
is seen as in experiments as boundary layer thickness is changed. 
This effect of boundary layer thickness along with the relative 
error introduced by using relatively coarse grid and large time 
steps means that "exact" frequencies may not be computed, 
but physically consistent frequencies are computed to see re
alistic trends for design. 

Conclusion: Effectiveness for Resonance Analysis. The 
flow over the 3:1 depth to length ratio cavity has been computed 
for a range of velocities. Resonance was found to be very close 
to the empirical formula for resonance frequency. Twelve com
putations were necessary to plot out the resonance curve. Each 
computation was computed out to 25,000 steps, taking about 
two days real time on a dedicated scalar workstation. This 
computational setup includes compromises in grid resolution 
and CFL number selection. These compromises were shown 
to be acceptable since finer grid or smaller CFL will increase 
the time for each run. Frequency resolution so that about 500 
time steps per period is obtained seems to give good results. 
This validation case shows that by using the Golde code, res
onance frequency and velocity can be found computationally 
on a dedicated scalar workstation. 

Passenger Car Interior 
This case is chosen to see if the Golde code can computa

tionally find resonance in a passenger car interior and dem
onstrate resonance suppression using a wind deflector. 

Problem Setup. A 2-D centerline description of a passenger 
car is used for this problem. This includes hood angle, wind
shield, roofline, rear window, passenger compartment interior, 
and front seat. The car from which this geometry is derived 
has a corresponding road test for the "boom" phenomenon. 
The road test data will be used for comparison (Golde, 1991). 

Using Eq. (3.3), with approximate values for the sunroof 
opening, LN = 0.4 m; the depth of the passenger compartment, 
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Fig. 3 8 zone grid for the passenger car interior 

H = 0.89 m; the length of the passenger compartment, L = 
2.24 m; and c = 343.8 m/s; the resonance frequency for this 
passenger compartment interior is fa = 24.6 Hz. Using Eq. 
(3.1), the estimated velocity for this resonance is U«, = 39.8 
m/s for the n = 1 mode; U„ = 17.0 m/s for the n = 2 mode. 
This indicates that the velocity associated with the resonance 
should be in the range U„ = 17-40 m/s. 

Computational Setup. The computational grid for this 
problem has been set up as a 8 zone problem (7715 total grid 
points) as shown in Fig. 3. Viscous clustering for law of the 
wall boundary conditions setting the first point off walls at 
Ay = 0.001 m. No clustering in the streamwise direction is 
used. An arbitrary initial boundary layer thickness 8 = 0.0254 
m was imposed at the inflow computation boundary. Within 
the passenger compartment, inviscid flow type coarse grids are 
used. With this coarse grid resolution of the interior, it is hoped 
that the pressure waves will still generate a fairly realistic acous
tic environment. Pressure and temperature are set to Standard 
Atmospheric conditions. 

Finding Resonance. To find resonance, the same method 
for the cavity problem is used. The freestream velocity range 
for resonance is estimated to be £/„ = 17-40 m/s. The initial 
velocity chosen is £/„ = 17.0 m/s. The next two runs were at 
U„ = 15.5 m/s and l/M = 18.5 m/s. The decibel levels were 
checked to verify that the slope of the curve is positive, meaning 
that the resonance peak would be at still higher velocities. For 
this case, the slope was negative meaning that the resonance 
peak is less than {/„ = 17.0 m/s. A total of six computations 
were done, with the velocities ranging from 11.0 m/s to 18.5 
m/s at intervals of 1.5 m/s. A CFL number of 50.0 was used; 
each computation was run 25,000 steps. For frequencies of 
about 25 Hz, a CFL number of 50.0 will set a time step which 
will have about 500 time steps per period. This CFL criteria 
seemed to give good results for the cavity. For each run, decibel 
levels based on p'/pre{ and p' /q were computed, along with 
the dominant frequencies computed from a FFT. 

Figure 4 shows the plot of p'/q versus t/„. This plot shows 
that resonance occurs at U = 14.0 m/s, which is not much 
less than the low end velocity estimated by Eq. (3.1) and (3.2). 
The two lines show the resonance behavior of data measured 
at locations corresponding to a passenger's ear location if 
seated at the front and back seats. Figure 4 also shows the 
decibel level based on p'/pref versus U„. The road test had 
sound levels at resonance of about 115 dB (Golde, 1991) which 
is right in the range of the computed sound level. The two 
different measures of sound of Fig. 4 should be similar except 
for a shift proportional to the dynamic pressure. The discrep-
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Fig. 6 Sound level based on p'/q versus wind deflector angle a„ 

Insert shows wind deflector geometry. 
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Fig. 5 Dominant frequency versus l/„ 

ancy seen at the higher velocities is showing that the compu
tation is being pushed close to the limits of acceptable numerical 
accuracy. This discrepancy may be fixed by running the higher 
velocities (higher dominant frequencies) at lower CFL numbers 
to keep the time resolution of each frequency constant. Figure 
5 shows the plot of dominant frequency versus U„. This shows 
that the resonance frequency is 32.5 Hz which is a little higher 
than the estimated value of 24.6 Hz from Eq. (3.2). The road 
test shows resonance at about 20-22 Hz (Golde, 1991). 

Grid and CFL Number Study. Two computations have 
been done to see the effect of the grid using the law of the 
wall boundary condition. The first grid is the grid used for 
this study with 115 X 40 points with the first point off the 
wall at .0007 m. This grid (zone 1) encloses the passenger 
compartment. The outer boundary for this grid is placed at 
about 15 m for the passenger compartment. The second grid 
used for grid sensitivity check has 115 x 30 points with the 
first point off the wall at .0010 m. The outer boundary for 
this grid is placed at about 10 m from the passenger com
partment. For the freestream velocity of U = 17.0 m/s and 
CFL = 50, results of both grids are very similar with the 
frequencies differing by 3 Hz. This results in an error estimate 
of the frequencies of about 9 percent for a fixed CFL number. 

The different outer boundary locations did not significantly 
change the computed frequencies which means that the fre
quencies seen are not dominated by any numerical reflection 
off the outer boundaries. 

For [/oo = 17.0 m/s, a CFL number study was done to check 
the numerical dependence of the pressure signals on this pa
rameter. 

The CFL number was varied from 5.0 to 80.0. All computed 
frequencies were between the estimated frequencies (Eq. (3.1)) 
for the n = 2 and the n = 3 modes. At the lower and higher 
CFL numbers, the frequencies become very similar (close to 
the n = 2 mode). 

This shows again that to guarantee accurate frequencies, low 
CFL numbers should be used, however, again it can be seen 
that at the higher CFL numbers, the computed frequencies are 
not unreasonable. 

As with the computation of flow over the cavity, it is felt 
that the current compromises with grid resolution and CFL 
number to get reasonable turn-around-time per case on a scalar 
workstation for a design environment do not degrade the com
putational results severely. 

Wind Deflector Angle Study: Resonance Suppression. 
There are many methods for suppressing the resonance 
("boom") of a passenger compartment. The automotive sun
roof industry and the aerospace bomb bay acoustic environ
ment groups have devised techniques such as deflectors at the 
front of the opening, ramps at the back of the opening, and 
venting air into the passenger compartment (Rockwell, 1978). 
For this study, the effect of wind deflector ramp angle will be 
studied. 

The wind deflector length is arbitrarily set to 70 mm. The 
insert of Fig. 6 shows the wind deflector at an angle of 16 deg 
to the roof angle (total angle = 21.8 deg). The roof angle is 
5.8 deg. 

Six wind deflector angle cases were run from 0-20 deg in 
intervals of 4 deg. Each case was run for 25,000 steps and run 
at a CFL number equal to 50. These results are plotted in Fig. 
6. The suppression of the resonance is seen very clearly as the 
sound level in the front and back seat both are reduced by 
-25 dB with the wind deflector angle equal to 16 deg. To 
show that the overall trend is correct, a shaded hashed region 
shows the data from a wind tunnel test of a different car 
(Porsche, 1992). 

Conclusion: Effectiveness for Resonance Analysis. The 
flow over a 2-D passenger car interior has been computed for 
a range of velocities. Resonance was found to be reasonably 
close to the empirical formula for resonance frequency. Six 
computations were necessary to plot out the resonance curve. 
Each computation was computed out to 25,000 steps, taking 
about 3 days real time on a dedicated scalar workstation. This 
computational setup includes compromises in grid resolution 
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and CFL number selection. These compromises were shown 
to be acceptable since finer grid or smaller CFL will increase 
the time for each run. A wind deflector study was also done. 
This demonstrated that the resonance can be suppressed with 
a large enough wind deflector angle. This validation case shows 
that by using the Golde code, resonance frequency and velocity 
can be found computationally on a dedicated scalar work
station. Also optimum wind deflector angle to suppress res
onance and decrease the sound level in the passenger 
compartment can also be found computationally. 

Conclusion 
The Golde code has been used for computing flow over a 

3:1 depth to length ratio cavity and a 2-D passenger com
partment interior. Both cases compared well against available 
empirical formulas and experimental data. These projects have 
all been done on a dedicated scalar workstation. These time-
accurate computations need about 2-3 days per case. For the 
2-D passenger compartment, the resonance and wind deflector 
angle studies took about 1 month. Faster scalar workstations 
are always being developed which means the same resonance 
and wind deflector studies would be done that much faster. 
The Golde code shows much promise in helping the automotive 
sunroof engineer using dedicated scalar workstations to un
derstand more about the resonance and the suppression of the 
resonance in passenger car interiors with fully open sunroofs. 

The 2-D passenger car interior which was computationally 
tested did not have a complete experimental data set available. 
Much experimental data is automobile manufacturer proprie

tary and not readily available for the sunroof design engineers. 
It is hoped that a complete wind tunnel test for a passenger 
car with a fully opened sunroof with a resonance and wind 
deflector study can be made available for the next test of this 
computationally capability. It would be a much more complete 
validation of this promising capability. 
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Assessment of the Martin-Hou 
Equation for Modeling a Nonclassical 
Fluid 

G. Emanuel1 

Nomenclature 
A, B = Clausius-II functions 

b, k, Ah Bh Q = Martin-Hou constants 
/; = Martin-Hou temperature functions 
p = pressure 
T = temperature 
v = specific volume 

Zc = critical compressibility 

Subscripts and Superscript 
critical point c 

f 
g 
r 

liquid side of the coexistence curve 
vapor side of the coexistence curve 
reduced variable 
experimental equilibrium vapor pressure 

Introduction 
A nonclassical fluid exhibits retrograde behavior, see 

Thompson et al. (1986), or negative nonlinearity, see Cramer 
(1991). Both aspects, which are not mutually exclusive, occur 
in the vicinity of the vapor side of the coexistence curve for a 
gas consisting of large molecules, such as the Freons. A van 
der Waals equation of state is often used to model nonclassical 
behavior when simple, qualitative trends are desired. For ac
curate results, the Martin-Hou equation is used, see Martin 
and Hou (1955), Martin et al. (1959), Martin (1967), and Burn-
side (1973). This equation requires a relatively large number 
of constants and the use of a computer. Accurate nonclassical 
results, however, require a self-consistent thermodynamic 
model, especially in the vicinity of the vapor side of the co
existence curve. This note shows that the Martin-Hou equation 
does not necessarily fulfill this expectation. For purposes of 
clarity, several other state equations are also discussed. 

Discussion 
In reduced variable form, the van der Waals equation is 
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Martin-Hou 

Fig. 1 The coexistence curve according to van der Waals, Clausius-II, 
and the Martin-Hou-I equations of state 

Pr = : 
ETr 

3vr— 1 vr 

and this relation requires no empirical constants. The Martin-
Hou equation can be written as 

*=E MT) 
(la) 

(v-b)' 

fi = Ai + BiT+Cie-kT'- (lb) 

where A, = Cj = 0 and Bi is the gas constant. The constants 
in these equations can be evaluated by the procedure in Martin 
and Hou (1955), or by a least square fit to data, as is done by 
Mears et al. (1969) for sulphur hexafluoride (SF6). 

Figure 1 is a conventional pn vr plot, where the Martin-Hou 
curve is for SF6 (Mears et al., 1969). Also shown is a Clausius-
II curve (Emanuel, 1987), given by 

_47} 3_ 
Pr~ A ~ TrB

2 

where 

A = l+4Zc(vr-l), B- \+-Zc(vr-\) 

and the one free parameter, Zc, equals 0.286 for SF6. (The 
Clausius-II equation is a special case of the Martin-Hou equa
tion.) The figure illustrates the generally accepted view that 
van der Waals equation is not accurate on the vapor side. 
Agreement between the Clausius-II and Martin-Hou equations 
is better. As evident in the following discussion, however, this 
agreement may be fortuitous. 

The Mears et al. paper provides extensive SF6 experimental 
vapor pressure data. Their curve fit to this data is denoted as 
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Prg/Prg* 

Marlin-Hou-I 

Martin-Hou-l 

Fig. 2 Vapor pressure comparison tor two Martin-Hou equations, where 
p*g is based on experimental data for SFe 

Equations (1) and (2) provide the Martin-Hou vapor pressure, 
denoted asprg (where prj = prg). A Martin-Hou-I comparison 
withp*? is shown in Fig. 2. Also shown is a similarly determined 
curve, labeled Martin-Hou-II, which is based on the Martin 
and Hou (1955) procedure, and where the coefficients for SF6 
were graciously supplied by Prof. Cramer. This later com
parison deviates significantly from unity when Tr is below 
about 0.95. The first comparison starts to deviate from unity 
at a slightly lower temperature. In both cases, the accuracy of 
the Martin-Hou equations is poor below Tr = 0.9. 

The Martin-Hou equation is not expected to be very accurate 
at specific volumes below about 0."'vc, e.g., see Burnside (1973). 
Liquid side accuracy, however, is not the issue. The use of a 
separate equation for the vapor pressure that is not consistent 
with the thermal equation of state, as is found in Mears (1969) 
and Burnside (1973), can result in significant discontinuities 
in various thermodynamic properties at the coexistence curve. 
This approach is particularly inappropriate for the modeling 
of nonclassical fluid behavior. Although the discussion fo-
cusses on SF6, it is not limited to just this vapor. 

p*g(Tr). They separately use p-v-T data for their least-square 
Martin-Hou equation, hereafter denoted with a I. These data 
include the critical point along with one other vapor pressure 
point, which is located near the critical point. Thus, the over
whelming bulk of the vapor pressure data is not used for 
evaluating the constants in Eqs. (1). 

We next assess the consistency of the vapor pressure curve 
with the Martin-Hou-I equation. The vapor pressure can, most 
easily, be determined from a thermal state equation using the 
Maxwell construction 

7 
ovj 

along a Tr < 1 isotherm. For Eqs. (1), this yields 
b 

\B,T In(v-b)-

= \B,T 

4^fi(T) iv-b 
, i-\ {v-b)'\ 
2 v y g 

ln(v-b)-
v-b 

5 MT) iv-b 
ti i-\ (P-b)' (2) 

which is equivalent to the usual chemical potential condition. 
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I Characteristics of Swirling Flows in a Circular 
| Pipe1 

M. Padmanabhan2. The experiments conducted by the au
thors are for relatively high initial swirl intensities. So, ranging 
from 0.58 to 1.12, and the authors show the swirl decay rate 
to be independent of the swirl intensity and Reynolds number, 
Re, for the test Re range of 60,000 to 125,000. However, 
previous experiments, Padmanabhan and Janik (1980), con
ducted in a 254 mm pipe with water, for lower So values of 
0.07 to 0.35 and Re range of 100,000 to 250,000, indicated the 
swirl decay rate to be a function of initial swirl intensity So 
and Re. Do the authors have any explanation of likely reasons 
for this difference? Are there any compressibility effects in the 
author's tests using air? 

A more common expression for swirl decay, as given by 
Baker and Sayer (1974) and Padmanabhan and Janik (1980), 
is given by 

where K and Ko denote the angular momentum fluxes at X= x 
and at X= 0, respectively, X being the distance along the pipe 
of diameter D, and /3 is a swirl parameter. It will be interesting 
to see a plot of /3 against So and Re using the authors data 
for comparison with the corresponding information at lower 
So values given by Padmanabhan and Janik (1980) and Baker 
and Sayer (1974). 
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I have read with interest the recent discussion written by Dr. 
Padmanabhan. In our paper, the following swirl number is 
defined to express swirl intensity of swirling flow. 
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Fig. 1 Dependence of the swirl decay parameter on initial swirl intensity 
and Reynolds number 

27rp I uwr2 

Jo = p 
R270O u2r 

(1) 

Baker et al. and Padmanabhan et al. have used the following 
expression to definite swirl decay, given by 

K_ 
exP - ^ (2) 

Where K = 2wp Jo uwr2 dr and K0 is the angular momentum 
fluxes at X=x and at X=0, respectively, /3 is the swirl decay 
parameter, axial momentum is expressed as M = (vpUmD )/ 
4. The swirl intensity accounts for the product K/MD. 

In Fig. 1 the variation of /? against K0/MD and Re, which 
are evaluated using our experimental data by expression (2), 
is presented. It is found that the swirl decay rate is independent 
of initial swirl intensity and Reynolds number for K0/MD 
greater than 0.18 (S0 = 0.36) with Re range of 60,000 to 125,000. 
The data from Baker et al. and Padmanabhan et al. with 
various K0/MD and Re are also compared with our results in 
Fig. 1, and the agreement is satisfactory. 

Until now the relations of (3, K0/MD and Re are not very 
clear. In our experimental range, it can be concluded that for 
fully developed turbulence swirl flow with middle and high 
initial swirl intensity, the swirl decay rate is only a function 
of x/D. According to the experimental results from Baker et 
al. and Padmanabhan et al., the swirl decay rate can be ex
pressed as a function of initial swirl intensity and Reynolds 
number for low Reynolds number and weak initial swirl flow. 
These conclusions are valid whether for water or air. 
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